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Abstract: This document provides a new use case on immersive real-time communication of 6G.
---------- Use Case template ----------
x.1
Use case on Smart life for aging population with immersive real-time communication
Reference:
[1] B5GPC’s Views on IMT2030 use cases in 3GPP SA1 Workshop On IMT2030 Use Cases
[2] https://www.gsma.com/get-involved/gsma-foundry/5g-new-calling/

[3] https://www.gsma.com/get-involved/gsma-foundry/gsma_resources/delivering-real-time-translation/
[4] https://longportapp.com/en/news/209060992
Definition:

Immersive real-time communication service (immersive RTC service): A real-time communication service empowered by AI capabilities, which enables users (e.g., humans, robots/intelligent devices) to interact with each other with the real-time immersive experience. It can be provided natively by the operators. 
x.1.1
Description

Currently, a lot of countries are facing a major challenge in providing care support for senior citizens due to its rapidly ageing population and declining old-age support ratio. As mentioned by B5G forum in 3GPP SA1 IMT2030 Use Case Workshop[1], one of the major issues in Japan is low birth rate and aging population. And in China, the government facing the same issue, and also in EU. All those society issues ask for the network operators to give better support.

From operators’ side, expect the communication channel and QoS guarantee of the network, currently they are also be able to provide other services, such as:
1) As defined in TS22.156: localized mobile metaverse service, avatar-based real-time communication and so on.

2) The operators are able to provide different kind of AI related services to the users in real-time communication service, such as voice and video recognition, translation, and media rendering, to implement real-time translation, fun calling, and a spectrum of new services. [2] [3]. 
In the meantime, new devices such as smart glasses, smart watch, smart band, intelligent robots and other smart devices are emerging in people’s daily life. Especially, the family of smart devices is enriched and is more capable of helping people in different ways, such as assisted living and accessibility, retail and shopping, healthcare, social and communication tools, tracking misplaced items and photos & videos. And they are being adopted by more and more consumers [4]. 
Therefore, in 6G, except better network KPIs, such as user experienced data rate, peak data rate, latency, connection density, coverage and so on, the network operator will also have a chance in providing relative services to help in the practical social issues with the combination of new smart devices and immersive communication techniques via providing immersive real-time communication service (immersive RTC service).
1） 
2） 
3） 
4） 
x.1.2
Pre-conditions

To take care of her parents Bob and Christina, and their dog Dave, Alice bought several smart devices:
1) Smart glasses and smart watches for Bob and Christina.

2) Smart TV.

3) Smart neck ring for Dave.
4) Intelligent refrigerator.
Alice subscribes to the operator Emobile’s immersive RTC service, registers all those devices to this service.
x.1.3
Service Flows

Scenario 1(Remote real-time consultation):
1) Alice has registered the regular notification & calling for the regular remote real-time consultation for Bob & Christina via the immersive RTC service.
2) It’s Bob’s turn to attend the remote real-time consultation. The immersive RTC service notifies Bob 10 minutes before the regular remote real-time consultation starts via his smart watch.
3) Bob confirms the attending of the consultation and starts to prepare for the consultation, sitting in a comfortable chair with nice light in front of the smart TV. And the immersive RTC service shares the confirmation of Bob with doctor and Alice.
4) Once Bob is ready, he triggers the real-time immersive communication call via smart TV for remote real-time consultation via voice, saying that ‘I’m ready for the consultation.’.
5) The doctor accepts the invitation via gesture and attending the consultation via his smart glasses, where his avatar will be shown during the call. 
6) During the consultation, the doctor observes his mental condition via discussion and eye-contact. And after the confirmation from Bob, the smart watch shares the recent health data (regular heart beats, sleeping time, blood oxygen and so on) to smart TV, and smart TV shows the data to the doctor. The doctor scrolls down the table shown on his smart glasses to go over all the data.
7) In the end, the doctor summarizes that the current status of Bob looks good, and the current daily diet arrangement seems OK and needs to keep for another week. He sends the requests to Bob and Bob agrees with it. 
8) Bob asks the immersive RTC service to arrange this for him, by saying that ‘please check the food storage for me according to the daily diet arrangement’. The immersive RTC service sends this request to the intelligent refrigerator.
9) The intelligent refrigerator checks the food storage and sends the to-buy list to Bob. Bob confirms it and the immersive RTC service sends it to both Alice and Christina. After that Bob ends the call with the doctor.
NOTE1: Considering to the budget, the intelligent refrigerator only has limited function such as take photo. To check the food storage, the intelligent refrigerator takes pictures of the current storage and send the pictures to the immersive RTC service, the immersive RTC service performs the food recognition and compares the current food list with the daily diet preparation list to get the to-buy list. And shares it with the intelligent refrigerator.
Scenario 2(Shopping & Dog finding):
1) After receiving the to-buy list from Bob via her smart watch, Christina decides to buy those foods and walk the dog in the meantime. She puts her smart glasses on and helps Dave to wear the smart neck ring.

2) Once Christina enters the supermarket, she triggers the immersive RTC service, and asks the immersive RTC service help her to find all the foods she needs. The immersive RTC service accepts the requests and arranging the best routine to fetch the foods. The routine is shown on the smart glasses with nice 3D stickers and the size of the stickers for different food is different according to the distance. 
3) While Christina are busy with finding the foods, Dave is attracted by good smell hams and run away from Christina. Once Christina noticing this, she asks the immersive RTC service to share the current location of Dave. 
4) After getting the request, the immersive RTC service gets the location of the Dave via Dave’s smart neck ring. And adding the location of Dave to the routine. 
5) The size of the sticker of Dave looks quite small and Christina decides to walk directly to him and ask the immersive RTC service to re-arrange the routine. 
x.1.4
Post-conditions
Thanks to the immersive RTC service, Christina finds Dave successfully and bought all the foods. She walked home and put all the foods into the intelligent refrigerator. The intelligent refrigerator checks the foods and confirms the food is enough and sends a notification to Alice and Bob about this via the immersive RTC service. 
After working all day, Alice goes over the messages from the immersive RTC service and knows that everything is ok for Bob & Christina. She takes a shower and falls asleep happily.
x.1.5
Existing features partly or fully covering the use case functionality
Requirements for the ID of smart devices are defined in TS 22.101:
The user to be identified could be an individual human user, using a UE with a certain subscription, or an application running on or connecting via a UE, or a device (“thing”) behind a gateway UE.
Requirements for supporting the UE with limited power in metaverse service are defined in TS 22.156:
[R-5.1.1-001] Subject to operator policy, the 5G system shall support a mechanism that enables flexible adjustment of communication services based on e.g., the type of devices (e.g., wearables), or communication duration (e.g., more than one hour), such that the services can be operated with reduced energy utilization.
NOTE 1:  Metaverse service experience over an extended period of time (e.g., 2h) requires significant power consumption by the UE. In some cases, a device with no external power supply cannot sustain downloading and rendering of media over a long interval, e.g., for the duration of an entire feature film or athletic event.
This is more related to communication service adjustment, the capabilities such as rendering/computing capability scheduling are not considered. And AI task arrangement is not considered.
Requirements for finding spatial anchors are defined in TS 22.156:
[R-5.2.1-003] Subject to operator policy, regulatory requirements and user consent, the 5G system shall provide a means for a UE to provide sensor data (e.g., from UE sensors, cameras, etc.) to the network in order to derive localization information, e.g., to produce or modify a spatial map or discover or find spatial anchors. The 5G system shall enable an authorized third party to obtain all the spatial anchors in a given three dimensional area.
NOTE 3:  How an authorized third party identifies which three-dimensional area to request spatial anchors in is not in scope of the 3GPP standard. Spatial localization and mapping information could be used to identify areas of interest.

This is limited to the 3GPP accessed UE. Non-3GPP access device should also be considered.

Requirements for 3GPP system to support the XR communication are defined in TS 22.156:

[R-5.2.2-001] The 5G system shall support 5G CN to provide real-time feedback in support of conversational XR communication among multiple users simultaneously.
NOTE 1: The feedback can include information such as network condition and achieved QoS. Such information can be used by the IMS, for example, to trigger the codec negotiation.

Requirements for 3GPP system to supporting the multimedia conversational communication are defined in TS 22.156:

[R-5.2.2-002] Subject to operator policy and user consent, the 5G system (including IMS) shall support multimedia conversational communications between two or more users including transfer of real time avatar media and audio media.
NOTE 2: Avatar media can be transmitted on both uplink and downlink.
NOTE 3: Confidentiality of the data used to produce the avatar (e.g., from the UE cameras, etc.) is assumed.
[R-5.2.2-003] Subject to operator policy and user consent, the 5G system (including IMS) shall support change of media types between video and avatar media for parties of a multimedia conversational communication.

[R-5.2.2-004] Subject to operator policy, the 5G system (including IMS) shall support transcoding between media such as text, video and avatar media in multimedia conversational communications.
NOTE 4:  Text, video or other media could allow a party to control the appearance of its avatar, e.g., to express behaviour, movement, affect, emotions, etc.
NOTE 5:  The transcoding of media enables avatar communication, e.g., in scenarios in which UE participating in an IMS call or other service does not support e.g., FACS, encoding avatar media, generating avatar media, etc.
[R-5.2.2-005] Subject to operator policy, regulatory requirements and user consent, the 5G system (including IMS) shall support the capabilities of rendering the avatar based on the body movement information (e.g., body motion or facial expression) of a human user.
x.1.6
Potential New Requirements needed to support the use case
[PR.x.x.6-001] Subject to operator policy, the 3GPP system shall natively support immersive RTC service (immersive real-time communication service) via different devices (e.g., smart wearables, mobile phones, intelligent devices in the home, low-power devices).
[PR.x.x.6-002] Subject to operator policy, the immersive RTC service shall support a mechanism that enables flexible adjustment of rendering/computing services based on e.g., the type of devices (e.g., wearables, intelligent devices in the home), or communication duration (e.g., more than one hour), such that the services can be operated with reduced energy utilization.
 [PR.x.x.6-003] Subject to operator policy, the immersive RTC service shall natively support AI capabilities (e.g. multimodal conversion, natural language recognition, human intent understanding), and those capabilities could be provided to the devices (e.g., wearables and intelligent devices in the home with limited AI capability) as requested.
[PR.x.x.6-004] Subject to operator policy, regulatory requirements and user consent, the 3GPP system (including immersive RTC service) shall provide a means for UEs (both 3GPP & Non-3GPP access) to provide sensor data (e.g., from UE sensors, cameras, etc.) to the network in order to derive localization information, e.g., to produce or modify a spatial map or discover or find spatial anchors. Spatial localization and mapping information could be used to identify areas of interest.
 [PR.x.x.6-005] Subject to operator policy, the immersive RTC service shall support users to invoke the immersive RTC services via gestures, voice and poses for the different devices (e.g., smart wearables, mobile phones, intelligent devices in the home, low-power devices).
