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Abstract: <provide a short description of the content>
This contribution proposes a use case about AI data delivery, which identify various AI data to be delivered and analyze the AI data delivery requirement on 6G system. 

************************ New Use Case ***********************************
W.x 	Use case on AI data deliverytransfer
W.x.1	 Description
With the introduction of AI and computing, 6G communication network needs to address the following two scenarios:
1) AI for Network: It is called AI enabled network, which improves the performance, efficiency and user experience of the network itself through AI. AI for network mainly includes the use of AI to optimize traditional algorithms, network functions, as well as network operation and maintenance management.
2) Network for AI: It is called network enabled AI, which provides multiple support capabilities(e.g. connection, computing power, data) for AI applications through the network, making AI training/inference more efficient and complying with the local governance of data requirements and data privacy.
For the AI native 6G network, all the network entities may be AI enabled, i.e., UE, base station, core network function, OAM, IMS server or third party applications may be involved in the AI training or AI inference. Moreover, distributed and collaborative ML may comprehensively exploit the computing and communication load of different network entities. It means that the computing procedure and AI data exchange for an AI/ML algorithm may take place across the whole network and all the network entities have the need to process and deliver AI data. 
With network for AI as an example, the third party may request the 6G system to train AI models considering that third party may lack the computing resources and expertise to train the complex AI models efficiently. Upon receiving such  request, the 6G system may select suitable network entities to perform the AI model training based on the third party’s requirement. Upon the completion of the AI mode training, the 6G system will deliver the well-trained AI model to the third party. During this procedure, AI training data and AI model may be delivered between involved network entities. Moreover, 6G system may also provide the AI inference service to third party. In this case, AI inference data and inference result need to be delivered between involved network entities. 
As we know, user’s traffic in 5G system includes voice, video, gaming, web browsing, etc. The user traffic is end-to-end in nature and is delivered between UE and application serverdata network. Efficient user plane is designed to address diverse user’s traffic transmission requirement on throughput, latency and reliability. The user traffic is transparent to the network entities involved in the user plane data deliverytransfer. 
When it comes to the AI native 6G network, efficient AI data (e.g. AI model, AI training data, AI inference data, AI inference result, etc.) deliverytransfer between any network entities should be supported. Upon receiving such AI data, the involved network entities should be able to process this data for AI training or AI inference purpose. 
On the other hand, the AI/ML splitting operation between AI/ML endpoints has been supported in 5G. To be specific, The device executes the operation/model up to a specific part/layer and then sends the intermediate data to the network endpoint. The network endpoint executes the remaining parts/layers and feeds the inference results back to the device. It should be noted that the intermediate data and the inference result for the AI/ML splitting operation in 5G  is delivered via user plane traffic. The network entities in 5G system does not need to process this intermediate data and the inference result. This is fundamentally different from the AI data delivery requirement in 6G. 
It should be noted that security and data privacy should be guaranteed during the AI data deliverytransfer. On the other hand, for the data deliverytransfer of different AI data, the QoS requirements on priority, delay, reliability and data rate vary greatly. For example, the AI model transmission requires large data volume and high reliability while the AI inference result transmission requires low data volume and low latency. Therefore, the 6G system shallshould be able to provide the required QoS (throughput, reliability, latency) for AI data deliverytransfer and support prioritization of resources when necessary for that service.   
W.x.2	 Pre-conditions
A third-party agricultural technology company develops customized AI models for precision farming applications, such as crop disease detection, yield prediction, and irrigation optimization. These models need to be trained on data specific to each farm, including soil conditions, weather patterns, and crop varieties. 
The 6G system is operated by operator A, which owns sufficient computing power and provides AI services (e.g. AI model training and AI inference) to third party. The agricultural technology company subscribe the AI service from operator A and help farm to train customized AI models. 
W.x.3	 Service Flows
1. Farm utilizes various sensors and IoT devices to collect data related to soil conditions, weather, crop growth, and other relevant parameters. The collected data can be used as AI training data and is stored locally on farm.  
2. The farm requests a customized AI model from the agricultural technology company. The request specifies the type of model needed (e.g., disease detection, yield prediction) and other requirements specific for this farm. 
3. The agricultural technology company ask for the 6G system to train the customized AI model. The requirements for the AI model are also delivered to the 6G system. Upon receiving such request, the 6G system selects suitable network entities to perform the AI model training.
4. The farm’s AI training data is delivered to selected network entities for AI model training, ensuring the model is tailored to the farm’s unique conditions. 
5. Upon the completion of the AI mode training, the well-trained AI model is delivered securely from the 6G system to the farm. 
6. The farm can then use the deployed AI model to perform real-time analysis and make decisions regarding crop management, irrigation scheduling, and disease control. 
W.x.4	 Post-conditions
Based on the AI model training service provided by 6G system, each farm receives AI model specifically trained based on its own data, leading to more accurate predictions and optimized performance. Farms do not need to invest expensive computing hardware or AI expertise for model training. The farm infrastructure costs can be greatly reduced. 
W.x.5	Existing features partly or fully covering the use case functionality
In TS 22.261, clause 6.5.2 on efficient user plane include the following requirements:
Based on operator policy, application needs, or both, the 5G system shall support an efficient user plane path between UEs attached to the same network, modifying the path as needed when the UE moves during an active communication.
The 5G network shall enable a Service Hosting Environment provided by operator.
Based on operator policy, the 5G network shall be able to support routing of data traffic between a UE attached to the network and an application in a Service Hosting Environment for specific services, modifying the path as needed when the UE moves during an active communication.
Based on operator policy, application needs, or both, the 5G system shall support an efficient user plane path, modifying the path as needed when the UE moves or application changes location, between a UE in an active communication and: 
-	an application in a Service Hosting Environment; or 
-	an application server located outside the operator’s network; or
-	an application server located in a customer premises network or personal IoT network. 
The 5G network shall maintain user experience (e.g. QoS, QoE) when a UE in an active communication moves from a location served by a Service Hosting Environment to:
-	another location served by a different Service Hosting Environment; or
-	another location served by an application server located outside the operator’s network; or
-	another location served by an application server located in a customer premises network or personal IoT network, and vice versa.
The 5G network shall maintain user experience (e.g. QoS, QoE) when an application for a UE moves as follows:
-	within a Service Hosting Environment; or 
-	from a Service Hosting Environment to another Service Hosting Environment; or 
-	from a Service Hosting Environment to an application server located place outside the operator’s network; or
-	from a Service Hosting Environment to an application server located in a customer premises network or personal IoT network, and vice versa.
As we can see, user traffic in 5G system is delivered between UE and applications. Efficient user plane is supported to address diverse user’s traffic requirement on reliability, latency, and bandwidth. The user traffic is transparent to the network entities involved in the user plane data transfer. However, for the 6G system, the AI data transfer can be between RAN and core network function, or between two core network function, which has not yet been addressed in TS 22.261.  

In TS 22.261, clause 6.40.1 on AI/ML model transfer include the following requirements:
Artificial Intelligence (AI)/Machine Learning (ML) is being used in a range of application domains across industry sectors. In mobile communications systems, mobile devices (e.g. smartphones, automotive, robots) are increasingly replacing conventional algorithms (e.g. speech recognition, image recognition, video processing) with AI/ML models to enable applications. The 5G system can at least support three types of AI/ML operations:
-	AI/ML operation splitting between AI/ML endpoints
The AI/ML operation/model is split into multiple parts according to the current task and environment. The intention is to offload the computation-intensive, energy-intensive parts to network endpoints, whereas leave the privacy-sensitive and delay-sensitive parts at the end device. The device executes the operation/model up to a specific part/layer and then sends the intermediate data to the network endpoint. The network endpoint executes the remaining parts/layers and feeds the inference results back to the device.
-	AI/ML model/data distribution and sharing over 5G system
Multi-functional mobile terminals might need to switch the AI/ML model in response to task and environment variations. The condition of adaptive model selection is that the models to be selected are available for the mobile device. However, given the fact that the AI/ML models are becoming increasingly diverse, and with the limited storage resource in a UE, it can be determined to not pre-load all candidate AI/ML models on-board. Online model distribution (i.e. new model downloading) is needed, in which an AI/ML model can be distributed from a NW endpoint to the devices when they need it to adapt to the changed AI/ML tasks and environments. For this purpose, the model performance at the UE needs to be monitored constantly.
-	Distributed/Federated Learning over 5G system
The cloud server trains a global model by aggregating local models partially-trained by each end devices. Within each training iteration, a UE performs the training based on the model downloaded from the AI server using the local training data. Then the UE reports the interim training results to the cloud server via 5G UL channels. The server aggregates the interim training results from the UEs and updates the global model. The updated global model is then distributed back to the UEs and the UEs can perform the training for the next iteration.
As we can see, the AI/ML splitting operation is used for the application domain (e.g. speech recognition, image recognition, video processing) enhancement of mobile devices (e.g. smartphones, automotive, robots) in TS 22.261. To be specific, the mobile device executes the operation/model up to a specific part/layer and then sends the intermediate data to the network endpoint. The network endpoint executes the remaining parts/layers and feeds the inference results back to the device. It should be noted that the intermediate data and the inference result for the AI/ML splitting operation in 5G  is delivered/transferred via traditional user plane. The network endpoint essentially belong to the data network. The network entities within 5G system does not need to process this intermediate data and the inference result. However, for the 6G system, the AI data transfer between network entities, such as between RAN and core network function, or between two core network functions, needs to be considered. 

W.x.6 Potential New Requirements needed to support the use case
[PR.w.x.6-1]	Subject to operator’s policy, the 6G system shall be able to provide the AI training and AI inference services to authorized third party customer. 
[PR.w.x.6-21]	Based onSubject to operator’s policy, regulatory requirement and user consent, the 6G system shall be able to support AI data (e.g. AI model, AI training data, AI performance  data, AI inference data, AI inference result, etc.) deliverytransfer between any network entities when necessary. 
[PR.w.x.6-32]	Subject toBased on operator’s policy, regulatory requirement and user consent, the 6G system shall be able to support secure AI data deliverytransfer and protect the data privacy. 
[bookmark: _GoBack][PR.w.x.6-43]	Subject toBased on operator’s policy, regulatory requirement and user consent, the 6G system shall be able to provide the required QoS (throughput, reliability, end-to-end latency) for AI data deliverytransfer and support prioritization of resources when necessary.
NOTE: The AI data delivery should have minimum impact on the existing service.

