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* * * First Change * * * *

5.x
Use case on supporting simplified network slicing selection
5.x.1
Description

Network slicing is a core feature of 5G and 6G that allows operators to create multiple, customized virtual networks on a shared physical infrastructure. This capability is crucial for addressing the diverse requirements of various industries and use cases, such as IoT, autonomous vehicles, and smart factories. Each network slice can be tailored to specific needs, such as latency, reliability, security, and data throughput, ensuring optimal performance for different applications. Network slicing also supports new business models, enabling operators to offer tailored services to different customer segments, such as public safety, enterprise customers, or mobile virtual network operators (MVNOs). This flexibility is a key driver of 5G’s and 6G’s value, allowing it to cater to a wide range of industries and use cases.

Beyond the scenario of network slice and UE have fixed connection relationship, when the UE needs to select from multiple network slices, complex collaboration between the UE and network side is required to complete the process. This dependency relationship has become a pain point for commercial deployment of network slicing. If the UE does not support this complex selection mechanism, the network slicing feature cannot be truly realized.

As a new generation network, 6G will introduce even more functions and features, resulting in more potential network slices for UEs to choose and access. Therefore, there is opportunity to re-consider the dependency relationship between UE and network side in implementing network slicing, based on the lessons learned from 5G. Since network slicing is a feature to isolate network resources to meet diverse user requirements, it is possible to support network slicing solely at the network side, thereby simplifying the implementation of network slicing.

This use case demonstrates the 6G network's ability to select network slicing for UE. The 6G network selects the network slice for the UE based on the slice selection policies stored at the network side and the application information the UE expects to access. In this process, the UE does not perceive the specific network slice information.
5.x.2
Pre-conditions

· Operator A is a 6G network operator. As an agreement between operator A and a smart factory, two network slices are deployed to meet the distinct service level agreements (SLAs) required by different devices and applications.
· In the smart factory, there are three typical types of devices that are connected to the factory control center with a control application and an observational data collection sever deployed via a 6G network deployed by operator A.    
· Fixed robotic arm:  robotic manipulator that is stationary and anchored in one location/position, t provides precisely-controlled motion within a fixed workspace.
· Static monitoring device: video surveillance camera that remains stationary and immobile in one location, provides continuous footage of a dedicated area from a fixed vantage point.
· Mobile remote inspection device: device carries a mobile robotic system that is used to conduct examinations of facilities located in environments unsuitable for human access. The device carries various sensors and cameras to capture multidimensional observational data via live video streaming. It can receiving and execute the directives from the control centre.
· Following network slice selection policies are configured at the serving 6G network sides.
· Slice A is optimized for low-latency, high-reliability communication, supporting critical operations such as real-time control of robotic arms. The control application connects to Slice A. 
· Slice B is designed for high-throughput but less time-sensitive applications, such as video surveillance and data analytics. The observational data collection sever connects Slice B. 
· Following slice subscription information are configured for the devices at the serving 6G network sides.

· Fixed robotic arm: Slice A

· Static monitoring device: Slice B

· Mobile remote inspection device: Slice A and Slice B

· Following traffic characteristic information are configured at the device side:
· Fixed robotic arm: low-latency, high-reliability
· Static monitoring device: high-throughput, less time-sensitive
· Mobile remote inspection device: for control application need low-latency, high-reliability, for data collection sever need high-throughput, less time-sensitive. 
5.x.3
Service Flows

Flow 1: Robotic Arm Controller accessing to Slice A 
1. Device Registration:

· The robotic arm controller powers on and initiates the registration process with the 6G network. It sends a registration request to the 6G core.
· The 6G core checks the subscription and assigns this device to Slice A, which is optimized for such critical operations. The network slice selection result is stored at 6G core side. 
· The registration process completes successfully, and the robotic arm is now connected to the 6G network, ready to initiate data sessions.

2. Data Session Establishment:

· The robotic arm controller initiates a data session to begin its real-time control operations. It sends a data session establish request to the 6G core, parameter including required traffic characteristic.

· The 6G core verifies that the requested parameter traffic characteristic banding with Slice A and establishes the data session within this slice. The robotic arm controller now operates with the necessary low-latency, high-reliability service, ensuring smooth and uninterrupted control.

3. Task Execution:

· With the data session successfully established, the robotic arm begins executing its real-time tasks, such as precision assembly and material handling, relying on the low-latency communication provided by Slice A.

Flow 2: Video Surveillance Camera accessing to Slice B
1. Device Registration:

· The video surveillance camera powers on and sends a registration request to the 6G core.

· The 6G core checks the subscription and assigns this device to Slice B. The network slice selection result is stored at 6G core side.
· The registration process completes, and the camera is now connected to the 6G network, ready to initiate data sessions.

2. DATA Session Establishment:

· The camera initiates a data session to begin streaming video data. It sends a data session request to the 6G core, parameter including required traffic characteristic. 
· The 6G core verifies that the requested parameter traffic characteristic banding with Slice B and establishes the data session within this slice. The camera now streams video data with the necessary bandwidth and throughput.

3. Task Execution:

· With the data session established, the camera continuously streams high-definition video to the factory’s monitoring system, ensuring real-time surveillance and security.

Flow 3: Mobile Remote inspection device accessing to Slice A and Slice B
1. Device Registration:

· The remote inspection device powers on and initiates the registration process with the 6G network. It sends a registration request to the 6G core. 

· The 6G core checks the subscription and assigns the device to Slice A and Slice B.

· The registration process completes, and the remote inspection device is now connected to the 6G network, ready to initiate data sessions.

2. DATA Session Establishment:

· The remote inspection device initiates two data sessions to begin its navigation and task execution. 

· One data session establish request with required traffic characteristic for observational data collection sever in the remote control center is sent to the 6G core.

· The 6G core verifies that the requested traffic characteristic is configured with the Slice B and establishes a date session within this slice. The remote inspection device now streams data with the necessary bandwidth and throughput, ensuring multidimensional observational data transfer.

· The other data session request with required traffic characteristic for control application in the remote control center.

· The 6G core verifies that the requested traffic characteristic is configured with Slice A and establishes a data session within this slice. The remote inspection device now operates with the necessary low-latency, high-reliability service, ensuring smooth and uninterrupted control.

3. Task Execution:

· With the two sessions established, the remote inspection device sends live video streaming of captured multidimensional observational data wirelessly via Slice B to the observational data collection sever in control centre. At the control centre, the video feed is monitored by human operators or an automated analysis system. By reviewing the multimodal data in real-time, these personnel/algorithms are able to detect any issues, and control application generate corresponding operational instructions. The generated commands are then wireless sent back to the remote inspection device via slice A. 
5.x.4
Post-conditions

· The devices in the factory are capable of connecting to specific network slice based on their subscription and traffic characteristic.
· The devices in the factory are capable of connecting to more than one network slices.
· The 6G network supports network slicing and can assign devices to the appropriate slice based on network slice selection policies configured at network side.
5.x.5
Existing features partly or fully covering the use case functionality
The following existing requirement (from 22.261 clause 6.1.2.1) described mandatory requirements that UE needs to select network slice(s) in 5G system:

The 5G system shall support a mechanism for a UE to select and access network slice(s) based on UE capability, ongoing application, radio resources assigned to the slice, and policy (e.g., application preference).
For the purpose of selecting network slice(s)
, the UE needs to be provided with information about the network slice details at network side (interpreted in downstream group as e.g., Allowed NSSAI (Network Slice Selection Assistance Information), Alternative S-NSSAI, Configured NSSAI, Partially Allowed NSSAI, Pending NSSAI, etc.). These features need the UE capabilities to use them for network slice selection and cannot work for legacy UE which do not support these features. Another example is the UE Route Selection Policy (URSP) rule which can be used to determine the requested network slice. If the UE doesn’t support URSP rule it is not possible to select network slice for the UE.
However network slicing is considered as a feature to isolate network resources to meet diverse user requirements, it is possible to support network slicing solely at the network side, without UE being aware of any network slice determined in the network side. This can eliminate the UE dependency for operator to deploy network slice and can provide network slice service to all UEs.

5.x.6
Potential New Requirements needed to support the use case
[PR 5.x.6-001] The 6G system shall be able to support network slicing.
[PR 5.x.6-002] The 6G system shall enable network slicing by minimizing the impacts on the UE e.g. when changes/updates related to only network side.

[PR 5.x.6-003] The 6G network shall support select network slice(s) for a UE based on e.g. UE subscription, network policies, and/or traffic characteristics without UE aware of network slice information. 





* * * End of Changes * * * *

�Addressing Fangyuan’s comment, more gap analyses provided, including “UE to select” network slice(s) is mandatory in 5G and the implementation at downstream group. 
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