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Abstract: This contribution provides a use case of computation offloading to 6G network for LLM inference. Definition about Computation terminology and charging consideration is addressed
********** Start of Change (all text below are new) *********
[bookmark: _Toc175319608][bookmark: _Toc91258890]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc175319609]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
Computation task:	Complete a computation work (e.g. AI inference or training) within a certain time, using computation, connection, data, model/algorithm provided by 6G system 
Computation load: The amount of computation needs to be finished, which is measured in FLOPs (FLoating point OPerations). 
NOTE 1: The computation load is relevant to AI model complexity.
Computation resource/capability: The resource used for a computation work, which is measured in FLOPS (FLoating point OPerations per second). 
NOTE 2: The computation capability is relevant to the performance of a processor

[bookmark: _Toc175319610]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc175319611]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
LLM	Large Language Model

5.x	Computation offloading for LLM inference
[bookmark: _Toc100743490]5.x.1	Description
There are a couple of advantages for 6G network to provide computation offloading service:
-  The 6G network can provide network entity for AI inference which is physically close to the end-user.
-  The 6G network is good at flexibly adjusting the communication and computation resources for an AI task, in order to guarantee the joint service latency (i.e. communication + computation latency).
-  The operator’s 6G network has its own valuable data (e.g. sensing or positioning data as environmental information) can be used for a highquality AI inference.

Offloading the computation task for on-device AI inference
With the advent of LLM, AI agent service will become a popular service in the near future. In order to provide the AI agent service individually, the RAG (retrieval-augmented generation) technique has been widely used, in which a personal knowledge base is created for each user. When a user asks a question to the AI agent, some prompts will be generated based on the personal knowledge base and then send the question and prompts together to the LLM for inference.  
[image: ]
Since in many circumstances the computation load of an AI inference (e.g. LLM/Gen AI based inference) is significant, the UE cannot run the AI infernece locally, but it can be performed by letting UE offload the computation task to the CN node or trusted edge server in 6G network. 
NOTE: The AI model may vary per different UE vendors or 3rd party,
In order to perform AI inference, the UE can offload the computation task to the 6G network.
Table-1 size for typical LLM model
	Model 
	Number of layers (N)
	Dimensions (D)

	ChatGPT-3 13B
	40
	5140

	ChatGPT-3 175B
	96
	12288

	LLAMA-32.5B
	60
	6656

	LLAMA2-70B
	80
	8192



The size of a typical LLM is illustrated in the above table. For a given AI model, the computation load (i.e.  FLOPs) for an inference is usually propotional to the number of input+output tokens (i.e. estimated FLOPs = Size of input and output tokens * N * D). For example, assuming the number of input and output tokens is 200 and 1000 respectively, then the estimated FLOPs for doing one inference using ChatGPT-3 13B is 246.72*10^6 FLOPs But, in real deployment, a software platform (e.g. Tensorflow, PyTorch) can estimate the accurate consumed computation resources.
Charging models:
a) Charging model-1: purchasing computation quota
the end-user or 3rd party may purchase a certain amount of computation resources for an end-user (e.g. 2 TFLOPs for one month). The computation quota will be allocated for a UE when performing AI inference.
b) Charging model-2: renting computation resource by 3rd party, and prioritize AI task request as value added service
The 3rd party purchases/rent computation resources provided by 6G network. For example, A company installed a LLM into the 6G network and purchased 100 TFLOPS of a computation resource in a city. All the company’s end-users can offload the AI inference task by using the computation resources, but as a value-added service, the the gold-level users are prioritized to perform their AI inference request when the computation resources are overload. The 3rd party or the user himself might pay for be coming an gold-level user.

[bookmark: _Toc100743491]5.1.2	Pre-conditions
Not applicable

[bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103][bookmark: _Toc100743492]5.1.3	Service Flows
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104][bookmark: _Toc100743493]Not applicable
5.1.4	Post-conditions
Not applicable

[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106][bookmark: _Toc100743494]5.1.5	Existing features partly or fully covering the use case functionality
[bookmark: _Toc100743495]3GPP TS22.261 Clause 6.40 and 7.10 describe the communication functionality and KPIs for AIML model transfer in 5GS. The current requirements are assuming the 5G network is performed as a transmission pipeline only. However, 6G network may get deeply involved for an AIML operation by providing computation resources, data, model and enhanced connections.
Thus, it requires more functionality and KPIs for 6G network to perform AIML operation as a native AI service.
5.1.6	Potential New Requirements needed to support the use case
Functionality Requirements:
[P.R. 5.1.6-1] Subject to operator policy and user consent, the 3GPP network (i.e. 3GPP core network, operator managed data network) shall be able to provide and manage the computation resources, which can be used for computation task requested by 3rd party (e.g. for LLM based inference).
NOTE: the management aspects includes:
	-  monitoring computing resource utilization;
-  charging for consuming computation resources.
[P.R. 5.1.6-3] Subject to operator policy and user consent, the 3GPP network shall be able to discover a network entity (in the 3GPP core network or trusted Edge server) supporting a specific computation task (e.g. support a specific LLM).
[P.R. 5.1.6-4] Subject to operator policy and user consent, the 3GPP network shall be able to get aware of a traffic sent by UE which is for computation task and route the traffic to a corresponding network function.
[P.R. 5.1.6-5] Subject to operator policy and user consent, the 3GPP core network shall be able to estimate the time consumed for running a computation task (e.g. an LLM inference) and balance the communication time and computation time in order to achieve the e2e task latency.
 [P.R. 5.1.6-6] Subject to operator policy and user consent, the 3GPP core network shall be able to prioritize processing the computation task request for a high-priority user.

*******************End of Change*****************
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