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1 Introduction
In this contribution, we provide our view on the AI/ML CSI compression.  
2 [bookmark: _Hlk92380727]Discussion
	[bookmark: OLE_LINK20][bookmark: OLE_LINK8]Issue 4-2: Reference and test encoder/decoder
Test decoder definition:
Test decoder(for UE side test): the decoder to be used in RAN4 tests and implemented in TE. it will be captured in the specifications if necessary (for example, for Option 3 it would be explicitly captured in the specifications)
test decoder definition covers both Option 3 and Option 4
[bookmark: OLE_LINK6]Companies are invited to bring proposals to clarify the meaning/definition of the reference encoder/decoder used in the RAN4 discussions.


[bookmark: OLE_LINK7]In last meeting, the definition of test decoder is captured in Agreements and companies are invited to bring proposals to clarify the meaning/definition of the reference encoder/decoder used in the RAN4 discussions [1]. 
[bookmark: OLE_LINK104][bookmark: OLE_LINK105]From our view, the reference encoder/decoder is used for the derivation of requirements. In RAN4 demod session, except testing parameters, companies provide simulation results based on some receiver assumptions when defining the requirements, e.g., MMSE-IRC or R-ML. With this kind of assumption, companies try to align the simulation results and outliers will be precluded. Therefore, we need a reference encoder to derive the performance requirements for the encoder. If there is no constraint/assumption about encoder/decoder, the simulation results may be diverse. The remaining question is how RAN4 conclude the reference encoder/decoder considering the test decoder/encoder. There are two possible options.
· [bookmark: OLE_LINK107][bookmark: OLE_LINK108]Option 1: RAN4 discuss how to define reference encoder and decoder. RAN4 can only define some parameters, e.g., model type, layer size, and DUT vender can have some flexibility on implementation.
· Option 2: If RAN4 can conclude on test encoder, RAN4 can consider using the test encoder/decoder as the reference encoder/decoder. 
[bookmark: OLE_LINK109]Proposal 1: In RAN4 discussion, the reference encoder/decoder is used to derive the performance requirements.
Proposal 2: RAN4 can consider the following two options for reference encoder/decoder:
· Option 1: RAN4 discuss how to define reference encoder and decoder. RAN4 can only define some parameters, e.g., model type, layer size, and DUT vender can have some flexibility on implementation.
· Option 2: If RAN4 can conclude on test encoder, RAN4 can consider using the test encoder/decoder as the reference encoder/decoder. 
[bookmark: OLE_LINK48]For option 3, it is to fully specify the test decoder in RAN4 specification. However, it is not clear what is the meaning for “fully specify”. There are two possibilities:
· [bookmark: OLE_LINK45]Option 1: Fully specify the weights/bias for each neuron in a neutral network.
· [bookmark: OLE_LINK46]Option 2: Specify model architecture and training related parameters.
[bookmark: OLE_LINK50][bookmark: OLE_LINK51]For Option 1, we believe it is difficult to fully specify the weights/bias in the RAN4 specification for each neuron in a neutral network. As for Option 2, RAN4 needs to consider detail parameters for achieving same/similar performance when implementing test decoder with Option 3. We think training data and hyperparameters should be taken into consideration as they may influence the performance. 
[bookmark: OLE_LINK54]Proposal 3: RAN4 should clarify what is the meaning of “fully specify” for test decoder Option 3. 
· Option 1: Fully specify the weights/bias for each neuron in a neutral network.
· [bookmark: OLE_LINK57]Option 2: Specify model architecture and training related parameters.
3 Conclusion
In this contribution, we provide our views about test decoder in two-sided AI/ML-enabled CSI compression model. Observations and proposals are summarized as below.
Proposal 1: In RAN4 discussion, the reference encoder/decoder is used to derive the performance requirements.
Proposal 2: RAN4 can consider the following two options for reference encoder/decoder:
· Option 1: RAN4 discuss how to define reference encoder and decoder. RAN4 can only define some parameters, e.g., model type, layer size, and DUT vender can have some flexibility on implementation.
· Option 2: If RAN4 can conclude on test encoder, RAN4 can consider using the test encoder/decoder as the reference encoder/decoder. 
Proposal 3: RAN4 should clarify what is the meaning of “fully specify” for test decoder Option 3. 
· Option 1: Fully specify the weights/bias for each neuron in a neutral network.
· Option 2: Specify model architecture and training related parameters.
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