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1 Introduction

This is a summary of offline discussions on MRO for CHO with candidate SCG(s) and S-CPAC.
2 For the Chairman’s Notes
MRO for CHO with Candidate SCG(s)

MRO for S-CPAC

.
3 Discussion 
3.1 MRO for CHO with Candidate SCG(s)
3.1.1 Agreements

At RAN3#123bis meeting, the following initial agreements were achieved:

MRO for CHO with candidate SCG failure and near failure cases

RAN3 focuses on NR-DC for MRO for CHO with candidate SCG in R19.

R19 SON/MDT solution discussion is based on R18 work.
Further discussion on the use cases and solutions…
Agreements at RAN3#124 meeting:

Do not distinguish between fast MCG recovery/no-fast MCG recovery for now (to simplify use cases).

Concurrent error cases (MCG+SCG) is FFS. The definition of these error cases needs to be further clarified.

RAN3 will start with the failure scenarios with UEs configured with CHO with candidate SCGs.

Whether to include failure and near failure scenarios related with configuration of CHO with candidate SCG(s) and CHO only is FFS.

Agreements at RAN3#125 meeting:
MRO for Case 1a, 1b, 2a, 2b, 3a, 3b, 7a, 7b, 8a, 8b, 9 will be addressed.

MRO for case 4/5/6 is in the scope. 

FFS whether there is any specification impact for case 4/5/6.

Case 1c, 2c, 2c, 3c, 7c, 8c are FFS. 
The RLF report includes:
· The type of the first fulfilled execution condition e.g. CPAC or CHO, fulfilment means all events of the type are met.
· Identifier of candidate PCell(s) which met the configured CHO execution conditions before the RLF is encountered

· Identifier of candidate PSCell(s) which met the configured CPAC execution conditions before the RLF is encountered
· FFS whether to optimize the association of the PCell and PSCell.

Agreement at RAN2#127 meeting:

· UE includes following information in RLF report:

b.
Time information regarding condition fulfilment for CHO with candidate SCGs. Details are FFS. We consider both the case when both CHO condition and associated CPC condition are fulfilled, and the case when CHO (or CPC) is fulfilled but CPC (or CHO) conditions are not fulfilled.
c.
Measurement results of PCells and PSCells.

Agreements at RAN3#125bis meeting:
RLF report is enhanced to including 

· Identifier of candidate PCell(s) which met the configured CHO execution conditions when the RLF is encountered

· Identifier of candidate PSCell(s) which met the configured CPAC execution conditions when the RLF is encountered
· The Identifier of candidate PCell(s) or PSCell(s) that fulfilled execution conditions before the RLF is encountered.
The fulfilled events before the RLF is encountered?
Agreements at RAN2#127bis meeting:
	Agreements

1) UE reports the time gap between the first met condition (CHO or CPAC) and the second met condition (CPAC or CHO), and the first met execution condition (as agreed by RAN3), for a failed CHO with candidate SCGs. Details FFS.

2) Include the elapsed time between the point in time of the first fulfilled condition and RLF in RLF report. Details FFS.


3.1.2 Stage 2 and network interface impact
Case 1a), 2a), 3a), 9a): Too late handover?

RLF happens before CHO and CPAC execution, RLF happens in the source PCell. The UE reconnect to a PCell different from the source PCell.

Case 1b), 2b), 3b), 9b): Too late CPC execution?

SCG failure happens before CHO and CPAC execution, SCG failure happens in the source PSCell. There is another suitable PSCell different from the source PSCell.

Case 7a), 8a): Too early HO or wrong cell Handover to wrong cell?
CHO execution failure or RLF happens shortly after CHO and CPAC execution.
Case 7b), 8b): Too Early CPC/CPA Execution or CPC/CPA Execution to wrong PSCell ?
Proposal 1: The failure types defined for CHO in TS38.300 and for CPAC defined in TS37.340 are used as baseline. Clarification or amendment could be made on top of that if needed?
For case 3a), even if RLF happens and it is too late CHO execution, the problem may be brought by the the (candidate) target base station because CPC/CPA execution conditions are not met. In this case, the source base station (the last serving node) needs to forward the received RLF Report to the (candidate) target base station. 
In case 9a), the problem may also be brought by the source base station or the target base station or both. This is different from the normal HO. For normal HO, the last serving base station is the node, which bring problem for too late HO case. This should be clarified in stage TS38.300.
Proposal 2: In case of too late CHO execution, the last serving MN may need to send message with the failure type to the node which may need optimization?

Proposal 3: Add new Handover Report Type “Too Late Handover” to Handover Report message?
The existing SCG failure handling mechanism:

· The serving MN receives SCGFailureInformation

· The node which trigged the PSCell change perform the root cause analysis
For SCG failure due to CHO with candidate SCG(s), SCGFailureInformation will be sent to the serving MN 
· The source MN in case 1b/2b)/3b/9b)

· The target MN in case 7b)/8b)
For case 7b)/8b), the target MN (the serving MN) receives SCGFailureInforation from the UE. The target MN can perform the root cause analysis which is in line with the existing MRO for CPC/CPA as the target MN is the node which triggered the CPC/CPA. The target MN performs the optimization.
No specification is needed for case 7b)/8b)?
For case 1b)/2b)/3b)/9b), the source MN(the serving MN) will receive SCGFailureInformation from the UE. It could be the source MN which bring the failure or the target MN bring the failure (e.g. case 3b)) or both. To avoid the back and forth message transmission between source MN and target MN. The source MN could perform the root cause analysis. If the source MN find the problem is brought by the target MN, the source MN sends message to the target MN.

Proposal 4: The serving MN which receives SCGFailureInformation from the UE performs the root cause analysis?

Proposal 5: The serving MN may forward the SCGFailureInformation to the respective MN which should perform the optimsation?
If proposal 5 is agreeable, SCGFailureInformation may need to be forwarded between the source MN and the target MN. There are four options:

Option 1: Include SCGFailureInformation in RLF INDICATION message.
Option 2: Include SCGFailureInformation in Handover Report message.
Option 3: Reuse SCG Failure Information Report or SCG Failure Transfer message

Option 4:  Define a new message to transmit SCGFailureInformation between two MNs
For Option 1, the first level in RLF INDICATION message is a choice Initiating condition which includes RRC reestablishment and RRC Setup which is not relevant in the case.  Including SCGFailureInformation in this message is not clear.
For Option 2, there are some mandatory IEs or condition IE e.g. Handover Cause, Re-establishment cell CGI, Target cell in E-UTRAN which are not needed in the CHO with candidate SCG(s) scenario.

For Option 3 and Option 4, the messages are defined in 8.3 and 9.1.2 which are dedicated for dual connectivity between MN and SN.
Define a new message may be more clear and clean?  Other detail information that should be included can be discussed further.

Proposal 6: SCGFailureInformation need to be transmitted between two MNs?

Proposal 7: Reusing an existing message or define a new message? 
3.1.3 Additional information reported from the UE

Additional information in RLF Report:
· The fulfilled execution conditions before the RLF is encountered. 
· The SCG failure information

· PSCell(s) and PCell(s) measurements when CHO/CPAC execution condition of a candidate PCell/PSCell is fulfilled but CPAC/CHO execution condition of the associated candidate PSCell/PCell is not fulfilled but there is other PSCell(s)/PCell(s) from different association(s) with fulfilled execution conditions.
· CHO recovery cell ID in RLF Report in case of CHO recovery is attempted after a CHO with candidate SCG execution failure (currently reported only in case CHO recovery is attempted after a legacy CHO failure)
LS to RAN2 including RAN3 agreement on the information reported from the UE?
3.1.4 Failure use cases
Starting with the use cases collected so far:

· Case 10? 

Case 10: UE meets the execution conditions of non-associated candidate PCells and PSCells before encountering an RLF or SCG Failure” in the list of scenarios for MRO for CHO with candidate SCG
· MCG failure + SCG failure i.e. case 1c, 2c, 2c, 3c, 7c, 8c, 9c
3.1.5 Near failure case

Issues to support near failure case:
· Correlation of SHR and SPR is needed?

· Addition information to be reported in SHR and SPR for supporting the near failure case in case of CHO with candidate SCG(s)?
· SPR forwarding?
· Scenarios e.g. CHO with candidate SCG(s) and CHO only are configured, CHO only is executed successful, this case can be considered as an near failure case?

· Whether CHO only executed as complementary for configuration of CHO with candidate SCG(s) can be concluded as near failure case?

3.2 MRO for S-CPAC
3.2.1 Agreements

At RAN3#123bis meeting, the following initial agreements were achieved:

Work on the scenarios of failure in S-CPAC. The optimization of non-failure scenarios (e.g., near failure and ping-pong) is not excluded.
R19 SON/MDT solution discussion is based on R18 work.
Further discussion on the use cases and solutions…
Agreements at RAN3#124 meeting:

CPAC failure scenarios and detection mechanism captured in stage2 used as baseline.

Agreements at RAN3#125 meeting:
MRO for S-CPAC:

Reusing SCG FAILURE INFORMATION REPORT message over Xn for MN to report SCG failure of SCPAC to the concerned SN.

For the CPAC failures which occurred during an S-CPAC procedure, CPC Execution above refers to the initial CPC execution or the subsequent CPC execution. 

Editor’s note: FFS whether the differentiation between initial and following CPC is needed.
3.2.2 Failure case
Stage 2

change is needed on forwarding mechanism? Which case is missed?

e.g. the initiating SN should perform the root cause analyses for SN initiated S-CPAC.
Stage 3:

UE reported information in SCGFailureInforamtion:

· The setting of the information on previousPSCellId and timeSCGFailure needs to be updated to support the failures due to the following S-CPAC
· An indication concerning the SCG Failure Information message is for initial execution of subsequent CPAC or following execution of subsequent CPAC ? 
· Initiating PSCell ID
Xn impact:
· Include subsequent CPAC configuration (e.g. candidate PSCell list for S-CPAC, S-CPAC execution condition(s)) in the SCG Failure Information Report message

Others:
· RAN3 should discuss solutions how to perform an optimized PSCell addition post an SCG failure for a UE configured with S-CPAC configuration?
· In case the MN wants to add a new PSCell for the UE and the new PSCell is an already prepared candidate PSCell whose configuration is provided to the UE as part of S-CPAC configuration, MN should be able to simply indicate the PSCell to add without providing the whole configuration. 

· Upon receiving such an indication to activate a PSCell, UE can simply activate the indicated PSCell’s configuration and start evaluating the S-CPAC configuration.

Conclusion:

3.2.3 Successful use cases

SCG UHI should be updated to the new serving SN/target SN during S-CPAC procedure?
?

· From MN to the candidate/target SN

· Inform the source SN about the outcome of mobility events for SN initiated S-CPAC

Enabling of the optimal usage of S-CPAC as part of SON based optimization?
· request RAN2 to enable configuring a time threshold at which the UE is to report to the network either that between two cells time was too short for a classic CPAC or too long for S-CPAC?
Conclusion:

