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A new Rel-19 SI focussing on enhancements for AI/ML in NG-RAN [1] was approved in the RAN#102 meeting.

The detailed objectives of the SI are listed as follows:
-	Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
-	Rel-18 leftovers as candidates for normative work, based on the Rel-18 principles, as follows:
-   Mobility optimization for NR-DC
-   Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
-   Energy Saving enhancements, e.g., Energy Cost Prediction
-   Continuous MDT collection targeting the same UE across RRC states
-   Multi-hop UE trajectory across gNBs

In this contribution, we will discuss the CCO use case with the focus on identifying and rectifying the CCO issues using AIML methods.

Discussion
The Coverage and Capacity Optimization (CCO) function is recognized as a crucial component of Self-Organizing Networks (SON). Its primary goal is to autonomously identify and address or alleviate CCO issues within the radio access network (RAN). Examples of such CCO challenges, including coverage holes, weak coverage areas, pilot pollution, overshooting coverage, and inadequate uplink (UL) coverage, are detailed in TS 37.320 [2]. 
The NG-RAN node may determine CCO issues based on different observations including UE radio measurements, Radio Link Failure, Radio Connection Establishment Failure and observed performance (e.g. throughput, packet loss) of the attached UEs. When a CCO issue is detected, the NG-RAN node may perform dynamic cell-level and beam-level coverage configuration changes and informs the neighboring NG-RAN nodes about the change and the corresponding CCO cause, for e.g. “coverage” or “cell edge capacity”. A node that receives coverage configuration change information from its neighbors may similarly adjust its own CCO configuration, taking into account the CCO cause. In the split gNB architecture, the CCO function resides in the gNB-CU.
For a NG-RAN node to make informed decisions about the CCO configuration changes to alleviate the detected CCO issue, it relies on various parameters like beam management information, UE measurement reports, and neighboring NG-RAN nodes’ coverage information. Furthermore, it relies on the AIML based prediction of the load conditions of the cells under consideration.
Proposal 1: When a CCO issue is detected, the NG-RAN node shall adjust its CCO configurations dynamically. 
Proposal 2: When a NG-RAN node receives the CCO configuration status and cause update from another NG-RAN node, it may adjust its own CCO configurations.
Proposal 3: To support CCO operations, the NG-RAN node relies on cell-level and UE-level parameters from the serving and the neighboring NG-RAN nodes.
The AIML entity proving input to the NG-RAN nodes can reside at OAM, or the NG-RAN nodes. The training data from the NG-RAN nodes needs to be made available to the AIML entity at either of these locations. The trained models are used at the NG-RAN node for inferencing before evaluating the optimal CCO configurations taking into consideration the real-time measurement and other information mentioned above.
Proposal 4: For the CCO use case, AIML model training takes place either at the OAM or at gNB-CU.

Proposal 5: For the CCO use case, AIML inference takes place at the gNB-CU.


Signalling Chart for CCO 
As proposed in Section 2, the AIML model training function could be located at the OAM or the gNB-CU. In the first case, the training data is continuously sent from the NG-RAN nodes to the AIML entity hosted at the OAM. And in the second case, the training data is available where the AIML training entity resides at the NG-RAN nodes.
UE Measurements
At the NG-RAN nodes, the attached UEs are configured with measurement objects. The UE measurement reports to the serving NG-RAN nodes include neighboring cells’ RSRP/Q, SINR/CQI measurements, and UE location and mobility data. These reports are a useful indicator of an existing CCO issue.
[bookmark: _Hlk166222708]Data Collection and Model Training
The training data includes cell level parameters like load metrics, UE measurement reports, mobility and HO data, beam management information, cell-edge throughput, interference data, radio parameters etc. Based on this, the trained models are continuously generated, updated, and deployed at the NG-RAN nodes for inference.
Inference and Corrective Actions
The trained models, either deployed or generated at the NG-RAN nodes, combined with the current cell and UE-level data is used by the NG-RAN node for ALML inference. Based on this, the NG-RAN node decides the actions required to alleviate the CCO issue and makes the necessary configuration adjustments. The NG-RAN node under consideration then sends update of these changes and the corresponding cause to the neighboring NG-RAN nodes.
Monitoring and Feedback
The CCO issues may be predicted in advance with the help of AIML methods and/or determined based on current data available at the NG-RAN nodes. The corrective actions can be taken at the NG-RAN nodes in form of CCO configuration updates. Parameters like UE measurement reports, cell-edge performance data, RLF data and HO metrics could be used to monitor and validate the CCO issue. This data is also used for feedback to the AIML training entity for reinforced learning.
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Conclusion
We have the following proposals: 
Proposal 1: When a CCO issue is detected, the NG-RAN node shall adjust its CCO configurations dynamically. 
Proposal 2: When a NG-RAN node receives the CCO configuration status and cause update from another NG-RAN node, it may adjust its own CCO configurations.
Proposal 3: To support CCO operations, the NG-RAN node relies on cell-level and UE-level parameters from the serving and the neighboring NG-RAN nodes.
Proposal 4: For the CCO use case, AIML model training takes place either at the OAM or at gNB-CU.

Proposal 5: For the CCO use case, AIML inference takes place at the gNB-CU.
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