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1	Introduction
[bookmark: _Hlk48630882]In the April meeting, the solution on the AI/ML assisted network slicing was initially discussed, and the use case description and several specification impacts has been captured into the TR.
In this contribution, we further provide our analysis and understanding on the AI/ML assisted Network Slicing, and corresponding TP to TR 38.743.
2	Discussion
2.1 Coordination between CN and RAN
In the last meeting, following is the agreement for coordination between CN and RAN:
Consider the RAN input information for AI/ML model inference in RAN during Rel-19. Input information from CN if available may be studied.
Here, we would like to emphasize more about the benefits of coordination between CN and RAN to support network slicing. The fact that NG-RAN supports AI/ML functions was specified in Rel-18, while the CN has a dedicated network function (NWDAF) with the capability to perform AI/ML functions. And during the previous RAN plenary meeting, the study for NG impacts will not be precluded for Rel-19 AI/ML RAN. Therefore, in the context of network slicing, we present our understanding of the benefits of coordination between the CN and RAN to support AI/ML-assisted network slicing. NWDAF has the capability to generate slice-level load predictions, predicted AMF capacity, etc. From RAN side, NWDAF can provide these AI/ML related information to the RAN, facilitating optimized management of network slices.
Observation 1  NWDAF has the capability to generate AI/ML related information to facilitating optimized management of network slices.
For legacy network slicing, as specified in TS 38.300[1], NG-RAN is able to select appropriate AMF for initial attachment by default or by NSAAI provided by UE. This means that the NG-RAN node could select the better AMF to guarantee subsequent service quality if more helpful information is provided.
====================== TS 38.300 ======================
RAN selection of CN entity
-	For initial attach, the UE may provide NSSAI to support the selection of an AMF. If available, NG-RAN uses this information for routing the initial NAS to an AMF. If the NG-RAN is unable to select an AMF using this information or the UE does not provide any such information the NG-RAN sends the NAS signalling to one of the default AMFs.
-	For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the 5GC, to enable the NG-RAN to route the NAS message to the appropriate AMF as long as the Temp ID is valid (NG-RAN is aware of and can reach the AMF which is associated with the Temp ID). Otherwise, the methods for initial attach applies.
====================== TS 38.300 ======================
As described above, NG-RAN needs to select the default AMF from the AMF pools for initial attach. Therefore, if NG-RAN nodes can obtain predicted AMF capacity in advance, they can use this assistance information to choose a better AMF with lower capacity instead of relying on the default AMF selection. The benefit is to guarantee the SLA requirements to support end-to-end slicing service.
Proposal 1 Predicted AMF capacity from CN offers the benefit of assisting NG-RAN nodes in selecting a more suitable AMF with lower capacity for initial attach, rather than relying solely on default AMF selection.
Moreover, currently, the NG-RAN node can obtain AMF capacity information via the AMF Configuration Update message. Thus, the NG-RAN can assess the relative processing capacity of the AMF compared to other AMFs in the AMF Set. As specified in TS23.288 [2], NWDAF can provide requested NF load statistics or predictions to other NFs, and the service consumer may be an NF or the OAM.
====================== TS 23.288 ======================
Table 6.5.3-2: NF load predictions
	Information
	Description

	List of resource status (1..max)
	List of predicted load information for each NF instance along with the corresponding NF id / NF Set ID (as applicable)

	> NF type
	Type of the NF instance

	> NF instance ID
	Identification of the NF instance

	> NF status (NOTE 1)
	The availability status of the NF on the Analytics target period, expressed as a percentage of time per status value (registered, suspended, undiscoverable)

	> NF resource usage (NOTE 1)
	The average usage of assigned resources (CPU, memory, disk) 

	> NF load (NOTE 1)
	The average load of the NF instance over the Analytics target period 

	> NF peak load (NOTE 1)
	The maximum load of the NF instance over the Analytics target period

	> Confidence
	Confidence of this prediction

	> NF load (per area of interest) (NOTE 1, NOTE 2)
	The predicted average load of the NF instances over the area of interest.

	NOTE 1:	Analytics subset that can be used in "list of analytics subsets that are requested" and "Preferred level of accuracy per analytics subset".
NOTE 2:	Applicable only to AMF load based on Input data in clause 6.5.2, Table 6.5.2-3 and Table 6.5.2-5.


====================== TS 23.288 ======================
Observation 2: NWDAF supports providing predicted AMF capacity information if requested by NF (as a consumer).
During the discussion, various companies raised concerns on how CN provide the information to NG-RAN nodes. Actually, in TS38.413 [3] transferring predicted information from CN to NG-RAN node has been already supported, e.g., expected UE moving trajectory to assist NG-RAN node determine configurations.
====================== TS 38.413 ======================
[bookmark: _Toc20955257][bookmark: _Toc29503706][bookmark: _Toc29504290][bookmark: _Toc29504874][bookmark: _Toc36553320][bookmark: _Toc36555047][bookmark: _Toc45652359][bookmark: _Toc45658791][bookmark: _Toc45720611][bookmark: _Toc45798491][bookmark: _Toc45897880][bookmark: _Toc51746084][bookmark: _Toc64446348][bookmark: _Toc73982218][bookmark: _Toc88652307][bookmark: _Toc97891350][bookmark: _Toc99123493][bookmark: _Toc99662298][bookmark: _Toc105152365][bookmark: _Toc105174171][bookmark: _Toc106109169][bookmark: _Toc107409627][bookmark: _Toc112756816][bookmark: _Toc155944584]9.3.1.93	Expected UE Behaviour
This IE indicates the behaviour of a UE with predictable activity and/or mobility behaviour, to assist the NG-RAN node in e.g. determining the optimum RRC connection time or helping with the RRC_INACTIVE state transition and RNA configuration (e.g. size and shape of the RNA).
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Expected UE Activity Behaviour
	O
	
	9.3.1.94
	

	Expected HO Interval
	O
	
	ENUMERATED (sec15, sec30, sec60, sec90, sec120, sec180, long-time, …)
	Indicates the expected time interval between inter NG-RAN node handovers. 
If "long-time" is included, the interval between inter NG-RAN node handovers is expected to be longer than 180 seconds.

	Expected UE Mobility
	O
	
	ENUMERATED (stationary, mobile, ...)
	Indicates whether the UE is expected to be stationary or mobile.

	Expected UE Moving Trajectory
	
	0..1
	
	Indicates the UE's expected geographical movement.

	>Expected UE Moving Trajectory Item
	
	1..<maxnoofCellsUEMovingTrajectory>
	
	Includes list of visited and non-visited cells, where visited cells are listed in the order the UE visited them with the most recent cell being the first in the list. Non-visited cells are included immediately after the visited cell they are associated with.

	>>NG-RAN CGI
	M
	
	9.3.1.73
	

	>>Time Stayed in Cell 
	O
	
	INTEGER (0..4095)
	Included for visited cells and indicates the time a UE stayed in a cell in seconds. If the UE stays in a cell more than 4095 seconds, this IE is set to 4095. 


====================== TS 38.413 ======================
If the CN side is already capable of generating AI data, the NG-RAN side can consider acquiring it to optimize its own use cases. Instead of CN using its own data exclusively and NG-RAN using its own data exclusively, this approach would integrate the datasets, preventing them from being isolated from each other. 
Proposal 2 Supporting the transfer of predicted information between CN and RAN is not a task that disrupts the existing architecture, as it is already supported, e.g., expected UE behaviour.
Above all, predicted AMF capacity, as a form of assistance information, can be provided from the CN to the NG-RAN node. This assists the NG-RAN node in selecting the appropriate AMFs during the initial attach, ensuring subsequent service quality, and avoiding degradation of QoS.
Proposal 3 Predicted AMF capacity can be considered as AI/ML related information provided from CN to NG-RAN to assist AI/ML network slicing as a start point.

2.2.2 Essential Information
In an end-to-end network slicing architecture, incorporating UE traffic information enables more proactive and efficient resource allocation strategies, ultimately enhancing service quality. NG-RAN nodes equipped with real-time monitoring capabilities can dynamically adjust resource allocation in response to changing UE traffic patterns. This dynamic resource management ensures that resources are efficiently distributed across slices to meet fluctuating demand while adhering to QoS requirements. Moreover, allocating resources in advance based on predicted UE traffic enables operators to address potential congestion points and ensure sufficient capacity to maintain service quality levels stipulated in SLAs.
Proposal 4 Current/predicted UE traffic can be considered as one of assistance information used for AI/ML network slicing.
Following the agreement during Rel-18 phase, it was agreed that UE traffic metric takes the data volume for a UE as the starting point.
UE traffic metric takes the data volume for a UE as the starting point.  
Current UE performance includes average throughputs in the uplink and downlink, which provide average information. Now, the newly introduced UE traffic information consists of data volume, which represents instantaneous values. The following definition has been captured in the current specification as an example.
	>Usage Count UL
	M
	
	INTEGER (0..264-1)
	The unit is: octets.

	>Usage Count DL
	M
	
	INTEGER (0..264-1)
	The unit is: octets.



Proposal 5 UE traffic metric takes the data volume for a UE as the starting point, which comprises Usage Count UL/DL.

2.2.4 Split architecture
It is acknowledged that DU can provide resource status information to CU upon request via the Resource Status Procedure. DU is the network entity which store the past resource status information. Therefore, if AI/ML functions can be deployed in gNB-DU, DU can also provide predicted resource status information, including cell-level and slice-level data.
Proposal 6 RAN3 is kindly asked to discuss whether gNB-DU is able to perform model inference in Rel-19. If yes, predicted resource status, including cell-level and slice-level can be provided from DU to CU.
2.3 Potential impacts
2.3.1 Required data
Above all, following information can be leveraged for AI/ML assisted Network Slicing:
[bookmark: _Hlk163396462]Input for AI/ML assisted Network Slicing:
· Current/Predicted Resource Status per slice level
· Current/Predicted Slice Available Capacity
· Current/Predicted UE traffic
· Current/Predicted AMF Capacity
Output for AI/ML assisted Network Slicing:
· Predicted Resource Status per Slice level
· Predicted Slice Available Capacity
· Predicted UE traffic
· [bookmark: _Hlk163396756]Recommended Resource management between Slices (will be used by RAN node internally)
Feedback for AI/ML assisted Network Slicing:
· [bookmark: _Hlk163396803]Resource Status per slice level updates from target NG-RAN node
· Slice Available Capacity updates from target NG-RAN node
· Measured UE traffic after UE handovered to target NG-RAN node
· UE performance feedback for those UEs handed over from the source NG-RAN node
Proposal 7 Agree to capture above required data for network slicing in TR.
2.3.2 Potential standard impacts:
[bookmark: _Hlk163396869]Following standard impacts is listed for subsequent Rel-19 normative work compared with what was specified during Rel-18.
Xn interface:
· Enhanced existing procedure to collect predicted information between NG-RAN nodes:
· Predicted Resource Status per slice level between neighbouring NG-RAN nodes and source NG-RAN node
· Predicted Slice Available Capacity between neighbouring NG-RAN nodes and source NG-RAN node
· Predicted UE traffic forward to the target NG-RAN node via Handover Request message
· Enhanced existing procedure to collect feedback information between NG-RAN nodes:
· Measured UE traffic after UEs handoverd from target NG-RAN node to source NG-RAN node
NG interface: 
· New signaling procedure to collect predicted information over NG interface:
· Predicted AMF capacity from CN to NG-RAN
F1 interface: 
· New signaling procedure to collect predicted information over F1 interface:
· Predicted resource status per slice level from DU to CU
· Predicted Slice Available Capacity from DU to CU
· New signaling procedure to collect feedback information over F1 interface:
· Measured UE performance feedback from DU to CU
E1 interface: 
· New signaling procedure to collect feedback information over E1 interface:
· Measured UE performance feedback from CU-UP to CU-CP
· Measured UE traffic feedback from CU-UP to CU-CP
Proposal 8 Agree to capture above potential impacts into TR.
The corresponding TP is provided in [1].
3 Conclusion
Following is our observations and proposals:
Observation 1  NWDAF has the capability to generate AI/ML related information to facilitating optimized management of network slices.
Proposal 1 Predicted AMF capacity from CN offers the benefit of assisting NG-RAN nodes in selecting a more suitable AMF with lower capacity for initial attach, rather than relying solely on default AMF selection.
Observation 2: NWDAF supports providing predicted AMF capacity information if requested by NF (as a consumer).
Proposal 2 Supporting the transfer of predicted information between CN and RAN is not a task that disrupts the existing architecture, as it is already supported, e.g., expected UE behaviour.
Proposal 3 Predicted AMF capacity can be considered as AI/ML related information provided from CN to NG-RAN to assist AI/ML network slicing as a start point.
Proposal 4 Current/predicted UE traffic can be considered as one of assistance information used for AI/ML network slicing.
Proposal 5 UE traffic metric takes the data volume for a UE as the starting point, which comprises Usage Count UL/DL.
Proposal 6 RAN3 is kindly asked to discuss whether gNB-DU is able to perform model inference in Rel-19. If yes, predicted resource status, including cell-level and slice-level can be provided from DU to CU.
Proposal 7 Agree to capture above required data for network slicing in TR.
Proposal 8 Agree to capture above potential impacts into TR.
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[bookmark: _Toc129708874][bookmark: _Toc163479938]4	Use cases and Solutions
[bookmark: _Toc129708875][bookmark: _Toc163479939]4.1	AI/ML based Network Slicing
[bookmark: _Toc163479940]4.1.1	Use case description
Editor Note: Capture the description of use case
[bookmark: _Toc163479941]Support of network slicing in NG-RAN is defined in TS38.300 [x].
The NG-RAN plays a key role in taking mobility, load balancing and Radio Resources Management decisions for the purpose of meeting target requirements derived from the SLA of each supported network slice.
AI/ML function can analyze metrics related to network and UE level performance related to perform optimal resource management and mobility decisions for network slicing to meet the requirements.
4.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
4.1.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.

4.1.2.4	Input data of AI/ML based Network Slicing:
To predict the optimized network slicing decisions, a gNB may need the following information as input data for AI/ML-based network slicing:
From local node: 
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity
-	Legacy predicted UE trajectory
-	Current/Predicted UE traffic

From neighbouring gNBs:
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity

From the UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements

From Core Network:
· Predicted resource status per slice
· Predicted AMF capacity

4.1.2.5	Output data of AI/ML based Network Slicing:
AI/ML-based network slicing model in a gNB can generate following information as output:
· Predicted radio resource status per slice
· Predicted slice available capacity
· Resource management decisions for resources within RRM policies (used by gNB internally)
· Slice aware mobility decisions (used by gNB internally)

4.1.2.6	Feedback of AI/ML based Network Slicing:
To optimize the performance of AI/ML-based network slicing model, following feedback can be considered to be collected from gNBs:
· Measured Radio resource status per slice 
· Measured Slice available capacity 
· Legacy UE performance feedback for those UEs handed over from the source gNB
· Measured UE traffic after UE handed over from the source gNB

4.1.2.7	Potential standard impacts:
Following standard impacts is listed for subsequent Rel-19 normative work compared with what was specified during Rel-18.
Xn interface:
· Enhanced existing procedure to collect predicted information between gNBs:
· Predicted radio resource status per slice
· Predicted slice available capacity
· Predicted UE traffic forward to the target NG-RAN node via Handover Request message
· Enhanced existing procedure to collect feedback information between NG-RAN nodes:
· Measured UE traffic after UEs handoverd from target NG-RAN node to source NG-RAN node

NG interface: 
· New signaling procedure to collect predicted information over NG interface:
· Predicted AMF Capacity from CN to NG-RAN
F1 interface: 
· New signaling procedure to collect predicted information over F1 interface:
· Predicted resource status per slice level from DU to CU
· Predicted Slice Available Capacity from DU to CU
· New signaling procedure to collect feedback information over F1 interface:
· Measured UE performance feedback from DU to CU
E1 interface: 
· New signaling procedure to collect feedback information over E1 interface:
· Measured UE performance feedback from CU-UP to CU-CP
· Measured UE traffic feedback from CU-UP to CU-CP
