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1. Introduction

In RAN#102, New WID for AI/ML has been approved. Specification support for positioning accuracy enhancement in AI/ML is one of main objectives as captured from the WID as below [1].

WID for AI/ML (in RP-234039)
-
Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:

o
Direct AI/ML positioning:


(1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning


(2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning


(1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

o
AI/ML assisted positioning 

 


(2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning



(1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

o
Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any

o
Investigate and specify the necessary signalling of necessary measurement enhancements (if any)

o
Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases
According to the above objectives in WID for AI/ML, in this contribution, we seek to present our view on specification support for positioning accuracy enhancement in AL/ML.
2. Time measurement for model input
For each AL/ML based positioning case, the reference time used for the model input for training and inference could be summarized as below table.

	
	UL or DL (UL-RTOA or DL-TDOA)
	UL+DL (multi-RTT)

	Case 3a  (uplink)
	legacy UL RTOA reference time
	TRP transmit timing of DL subframe

	Case 3b (uplink)
	legacy UL RTOA reference time
	TRP transmit timing of DL subframe

	Case 2a (downlink)
	1st path delay of signal from reference TRP
	UE transmit timing of UL subframe

	Case 2b  (downlink)
	1st path delay of signal from reference TRP
	UE transmit timing of UL subframe


 Therefore, regarding for following agreement in the previous meeting, UL RTOA reference time T0+tSRS as defined in TS 38.215 is only used for uplink part of case 3b, For UL+DL(multi-RTT), TRP transmit timing of DL subframe should be considered. 
Agreement
- For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 

- FFS: whether it is applicable when Case 3b is used to support multi-RTT

Proposal 1:
For AI/ML based positioning Case 3b, the existing UL RTOA reference time T0+tSRS is applicable for only UL part, and TRP transmit timing of DL subframe should be used to support multi-RTT.
For AI/ML based positioning Case 2b, there were some proposals on the reference time used for the model input as below.

Proposal
- For AI/ML based positioning Case 2b, for UE channel measurements reported to LMF, the timing information is represented relative to a reference time, where the reference time is selected from the following.

- Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.

- Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.

- Option 3: Introduce a DL RTOA reference time T0+tPRS
For DL case as similar to DL-TDOA, option 1 should be reused. On the hand, option2 (=UE transmit timing of UL subframe) should be used to support multi-RTT. For Case 2a and Case 3a, legacy UL reference timing or DL reference timing can be used together to support multi-RTT. However, Case 2b and Case 3b cannot, and the reference timing to support multi-RTT should be separately defined. 

Proposal 2:
For AI/ML based positioning Case 2b, option 1 should be used to support DL-TDOA, and option 2 should be used to support multi-RTT.
- Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.

- Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.

3. Training data generation entity
For training data generation of AI/ML, following working assumptions and agreements were adopted in the previous meeting.

Working Assumption
- For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Working Assumption
- For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Agreement
- For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.
Working Assumption
- For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 

- PRU

- Non-PRU UE with estimated location

- LMF 

- Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption
- For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 

- PRU

- Non-PRU UE with estimated location

- LMF 

- Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption
- For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 

- PRU

- Non-PRU UE with estimated location

- LMF 

- Note: transfer of the label and its related data is out of RAN1 scope.
Agreement
- For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:

- LMF 

- Note: transfer of label and its related data is out of RAN1 scope. 

- Note: whether other network entities can generate label for Case 3a is out of RAN1 scope.

Working Assumption
- For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by: 

- PRU

- FFS: Non-PRU UE with estimated location

- LMF 

- Note: transfer of the label and its related data is out of RAN1 scope.
For training data generation of AI/ML based positioning, the measurement and its related data (e.g., timestamp) are generated by not only PRU, but also by Non-PRU UE. Therefore, first above 2 working assumptions should be confirmed.
For generation of the label and its related data (e.g., time stamp) in training data generation of AI/ML based positioning, all of 1) PRU, 2) Non-PRU UE with estimated location and 3) LMF could be considered for case 1, case 2a and case 2b.

One of FFS points is whether Non-PRU UE with estimated location is considered or not for case 3b. Our preference is that only LMF is included for generation of the label and its related data (e.g., time stamp) in training data generation of AI/ML based positioning case 3b as same to the case 3a. However, non-PRU UE should also be included if PRU is considered for generation of the label and its related data
Proposal 3:
For training data generation of AI/ML based positioning Case 1/2a/2b/3b, the label and its related data (e.g., time stamp) can be generated by: 

- PRU

- Non-PRU UE with estimated location

- LMF 

4. Conclusion

In this contribution, we discussed and provide our views on specification support for positioning accuracy enhancement in AL/ML. with following proposals.
Proposal 1:
For AI/ML based positioning Case 3b, the existing UL RTOA reference time T0+tSRS is applicable for only UL part, and TRP transmit timing of DL subframe should be used to support multi-RTT.
Proposal 2:
For AI/ML based positioning Case 2b, option 1 should be used to support DL-TDOA, and option 2 should be used to support multi-RTT.

- Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.

- Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.

Proposal 3:
For training data generation of AI/ML based positioning Case 1/2a/2b/3b, the label and its related data (e.g., time stamp) can be generated by: 

- PRU

- Non-PRU UE with estimated location

- LMF 
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