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Introduction
In this contribution, we discuss aspects related to AI/ML for CSI prediction using a single-sided model on the UE-side, including the potential system-level performance gain from CSI prediction, considerations related to the non-AI/ML benchmark schemes, and evaluation results of AI/ML-based prediction.
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 
 



Evaluation results
It was agreed that the following assumptions were adopted as a baseline for evaluation purpose.
	Agreement
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for evaluation purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 


In this section, we show the results of AI/ML CSI prediction using the agreed assumptions. Nearest historical CSI and autoregression (AR) based algorithm are used as benchmark. The diagram of AR is shown in Figure 1. In this scheme, AR needs to first calculate the autocorrelation matrix. After obtaining the correlation matrices, AR uses p historical observations to predict future channels. The key to the algorithm is to obtain accurate correlation matrices. This autocorrelation matrix “learning” is performed online, a sliding window is used to learn the autocorrelation matrix and keep updating it. In the evaluation, we consider the AR window of size p=15. 
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[bookmark: _Ref166246483]Figure 1: Autoregression prediction
Two sizes of observation window (5 and 10) are used for evaluation. The size of prediction window is 1. Phase discontinuity is modelled as a uniform distribution, where =40 degrees and Twindow=20ms. For AR baseline scheme, we consider channel prediction (h-in-h-out) and then used the predicted channel to calculate the CSI (precoding vectors). Thus, in this approach, the AR scheme may be sensitive to phase discontinuity.
	Conclusion
If phase discontinuity is modeled, it is modelled as a uniform distribution between  within a time window of , where =40 degrees and =20ms can be a baseline. 
· Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered, and additional .，if adopted

Conclusion
For the phase discontinuity modelling, it is clarified that
· A fixed phase for all CSI-RS observations within the time window, and another fixed phase for the next time window. The phases are according to uniform distribution.


For AI/ML based approach, we consider same setup with observation of 5/5ms and 10/5ms and prediction window of 1/~/5ms. We first calculate the precoding vector on historical slots, and use AI/ML model to predict the precoding vector on the future slot by taking the historical precoding vectors as input (v-in-v-out). Thus, although phase-discontinuity is modelled for the raw channel, it does not bring any impact to AI/ML method.
Regarding CSI reporting scheme, it was agreed that R18 eType II doppler codebook was assumed for CSI report. As show in Figure 2, we use SGCS1 to denote the SGCS results right after prediction and use SGCS2 to denote the SGCS results after Rel-18 codebook construction. We consider N4=1 as reporting window size in the R18 eType II codebook.
	Agreement
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)
· Others can be additionally submitted, e.g., 10ms
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[bookmark: _Ref166246522]Figure 2: Illustration of SGCS computation of prediction results
The SGCS1and SGCS2 results were shown in Table 1 and Table 2, respectively. 
· Comparing with historical CSI, it can be seen that AI/ML prediction yields 12.3% gain over historical CSI before CSI compression and reporting (SGCS1) for UE speed of 30km/h. For UE speed of 60km/h, the gain is 8% for predicted CSI. After compression using R18 eT2 codebook (PC7), for UE speed of 30km/h, the gain offered by AI/ML prediction decreases to 8.5%. For UE speed of 60km/h, the gain is 3.8% for compressed CSI.
· Comparing with non-AI based prediction, before CSI compression, AI/ML shows 13.9% gain under the modelled phase discontinuity for UE speed of 30km/h and observation window of 10/5ms (SGCS 0.82 vs. 0.72). For UE speed of 60km/h, the gain is 13.3% (0.68 vs. 0.6). For CSI after compression, AI/ML shows 11.7% gain under the modelled phase discontinuity for UE speed of 30km/h and observation window of 10/5ms (SGCS 0.76 vs. 0.68). 
· Moreover, it can be seen that non-AI/ML prediction suffered from the phase discontinuity of the channel inputs, especially for large observation window cases. This implies that handling phase discontinuity is important for channel prediction.
[bookmark: _Ref166246624]Table 1: SGCS of AI/ML prediction results w/o compression using R18 eT2 codebook (SGCS1)
	UE Speed
	Nearest historical CSI
	Non-AI/ML (h-in-h-out)
(learning window, size=15) w/o phase discontinuity
	Non-AI/ML (h-in-h-out)
(learning window, size=15) w/ phase discontinuity
	AI/ML prediction (v-in-v-out)

	
	
	Observation window (number/distance): 5/5ms
	Observation window (number/distance): 10/5ms
	Observation window (number/distance): 5/5ms
	Observation window (number/distance): 10/5ms
	Observation window (number/distance) 5/5ms
	Observation window (number/distance): 10/5ms

	30 km/h
	0.73
	0.90
	0.90
	0.82
	0.72
	0.82
	0.82

	60 km/h
	0.63
	0.76
	0.78
	0.68
	0.60
	0.68
	0.68



[bookmark: _Ref166246637]Table 2: SGCS of AI/ML prediction results with compression using R18 eT2 codebook (SGCS2)
	UE Speed
	Nearest historical CSI
	Non-AI/ML
(learning window, size=15) w/o phase discontinuity
	Non-AI/ML
(learning window, size=15) w/ phase discontinuity
	AI/ML prediction

	
	
	Observation window (number/distance): 5/5ms
	Observation window (number/distance): 10/5ms
	Observation window (number/distance): 5/5ms
	Observation window (number/distance): 10/5ms
	Observation window (number/distance) 5/5ms
	Observation window (number/distance): 10/5ms

	30 km/h
	0.70
	0.76
	0.76
	0.72
	0.68
	0.76
	0.76

	60 km/h
	0.52
	0.68
	0.69
	0.61
	0.54
	0.54
	0.54



[bookmark: _Ref166283257]For UE speed of 30km/h, AI/ML prediction yields 12.3% gain over historical CSI before CSI compression and reporting. After compression using R18 eT2 codebook, the gain decreases to 8.5%. For UE speed of 60km/h, the gain is 8% and 3.8% for predicted CSI and compressed CSI, respectively.
[bookmark: _Ref166283269]Comparing with non-AI based prediction with h-in-h-out, before CSI compression, AI/ML with v-in-v-out shows 13.9% gain under the modelled phase discontinuity for UE speed of 30km/h and observation window of 10/5ms (SGCS 0.82 vs. 0.72). For UE speed of 60km/h, the gain is 13.3% (0.68 vs. 0.6). For CSI after compression using R18 eT2 codebook, AI/ML with v-in-v-out shows 11.7% gain under the modelled phase discontinuity for UE speed of 30km/h and observation window of 10/5ms (SGCS 0.76 vs. 0.68)
[bookmark: _Ref166244781]For UE-side CSI prediction use case, further study the performance gain before discussion of specification impact.
Specification impact
Data collection
In RAN1#116 it was agreed that legacy CSI-RS configuration can be a starting point.
	Agreement
For AI/ML based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement. 



For data collection for the purpose of model training for the use-case of UE-side CSI prediction, a UE may perform downlink measurements on configured resources (e.g., CSI-RS). Subsequently, the UE may record, process, and transmit the measurements to its own training entity or data collection entity. The data will be then used by UE side training entity to perform model development and training.
When data is collected in a proprietary manner as described above, it would be useful to identify the scenario  and configuration in which the data is being collected. In CSI-RS transmission, the antenna layout, antenna elements to TxRU mapping, and digital/analog beamforming are dependent on the gNB implementation. With a different setting of these configurations, a given CSI-RS port would present different channel distributions observed at UE.  
Being able to categorize the data that is collected based on the scenario or configuration may prove useful during the development of machine learning models. For example, different ML models can be developed in a manner customized to each configuration, each scenario or groups of scenarios. This may allow a better CSI prediction performance in the field. 
To facilitate such categorization of the collected data, it would be beneficial for the network to provide assistance signaling to identify the scenario or configuration in which the data is being collected. For example, the NW may indicate a configuration ID or associated ID that may represent these NW side additional information.
[bookmark: _Ref166244801]Study data collection and model identification procedure considering NW side additional information
Performance monitoring
In RAN1#114, it was agreed that for CSI prediction using UE side model use case, three types on performance monitoring for functionality-based LCM have been proposed, and in RAN1#116 it was agreed that details of type 1,2 and 3 need to be further studied.
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 

Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric



Among the three monitoring types, one common issue lies in how to obtain ground-truth measurement. To address this issue, additional CSI-RS may be configured and transmitted on the target prediction slot. Moreover, the association between the CSI-RS for ground-truth measurement with the channel measurement resource needs to be configured. They can be included in the same CSI report configuration or via separate configuration or triggering command.
Regarding the boundary between Type 1 and Type 3, in our view, the discussion should focus on two aspects. One is the reporting type, whether the monitoring report is configured / triggered by the NW, or the monitoring report is initiated by UE based on the monitoring results. Both options can be studied, the former allows the NW to have a tighter control to the monitoring by acquiring the report peioridically, semi-persistently or on-demand (aperiodically) just like a nominal CSI report. The latter has a similar mechanism as beam failure report. 
Another aspect lies in the report quantity. There are various options including intermediate KPI (SGCS), or the its statistics such as the number of instances it falls belows a threshold or the best / worst / average SGCS over the monitoring window. It is noted that the report quantity should be a measurement from a monitoring window which comprises multiple monitoring occasions, because it seems impossible for the NW to make decision based on single monitoring occasion. Besides, the SGCS could be the SGCS before compression (i.e., SGCS1 mentioned in section 1) or after compression using Rel-18 Doppler codebook. (i.e., SGCS2 mentioned in section 2).
[bookmark: _Ref166244814]For performance monitoring, study following aspects
· CSI-RS and/or CSI report configuration for ground-truth measurement
· UE-initiated and NW configured monitoring report
· Report quantity includes intermediate results over a monitoring window (e.g., SGCS before compression or after compression, report SGCS value or number of instances that the SGCS not satisfying a threshold)


Conclusions
In this document, we have discussed aspects related to potential system-level performance gain, non-AI/ML benchmark, AI/ML CSI prediction. We have made the following observations and proposals:
Observation 1: For UE speed of 30km/h, AI/ML prediction yields 12.3% gain over historical CSI before CSI compression and reporting. After compression using R18 eT2 codebook, the gain decreases to 8.5%. For UE speed of 60km/h, the gain is 8% and 3.8% for predicted CSI and compressed CSI, respectively.
Observation 2: Comparing with non-AI based prediction with h-in-h-out, before CSI compression, AI/ML with v-in-v-out shows 13.9% gain under the modelled phase discontinuity for UE speed of 30km/h and observation window of 10/5ms (SGCS 0.82 vs. 0.72). For UE speed of 60km/h, the gain is 13.3% (0.68 vs. 0.6). For CSI after compression using R18 eT2 codebook, AI/ML with v-in-v-out shows 11.7% gain under the modelled phase discontinuity for UE speed of 30km/h and observation window of 10/5ms (SGCS 0.76 vs. 0.68)
Proposal 1:For UE-side CSI prediction use case, further study the performance gain before discussion of specification impact.
Proposal 2:Study data collection and model identification procedure considering NW side additional information
Proposal 3:For performance monitoring, study following aspects
· CSI-RS and/or CSI report configuration for ground-truth measurement
· UE-initiated and NW configured monitoring report
· Report quantity includes intermediate results over a monitoring window (e.g., SGCS before compression or after compression, report SGCS value or number of instances that the SGCS not satisfying a threshold)
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