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1. Introduction
At the RAN#102 meeting, the WID on “Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”[1] was approved. The WID describes the further studies on the CSI feedback enhancement as below.
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 

The AI/ML for CSI feedback enhancement has been studied during Rel. 18. The following items about the CSI compression have been studied, and the outcomes, including the benchmark schemes, performance evaluations and observations, and assessment on specification impacts, have been captured into [2].
· Sub-use cases: CSI compression on the spatial-frequency domain (or its transformed domain) using two-sided AI/ML models.
· Performance evaluations: 
· Benchmark performance with 1-to-1 joint training and study the performance with several issues,
· Quantization awareness of the training,
· Performance monitoring,
· Ground-truth report for the training data.
· Generalization over deployment scenarios, UE distributions, carrier frequency, and other aspects such as antenna spacing, TXRU mapping, and ISD.
· Scalability on bandwidth, payload size, antenna port layout, and antenna port number.
· Multi-vendor training collaboration.
· Assessment of specification impacts, testability, flexibility, and feasibility.
This paper discusses the inter-vendor collaboration schemes for two-sided models, and provides some initial simulations and observations about the CSI compression with temporal domain aspect.
2. Discussions on the inter-vendor training collaboration
At the RAN1 #116bis meeting, the details about the options for the inter-vendor collaboration schemes were discussed, and the following was agreed [3]. For Option 1 and Option 2, the agreements are,
Conclusion
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.
Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.
Conclusion
•	Deprioritize Option 2 for inter-vendor training collaboration.
Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.

For Option 3, Option 4, and Option 5, the agreements are,
Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification.

Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Based on the breakdown of each option, each aspect of these options is further discussed in this section.
2.1. Discussions on Option 1
The observations during RAN1 #116bis raised concerns that Option 1 may limit the performance and require high specification efforts in RAN1. However, it is also concluded that Option 1 corresponds to RAN4-Option3 or RAN4-Option4. If RAN4 follows these options to specify a reference model, a specification framework must be defined, which can be used to describe the model structures, parameters, weights, and calculations. Such a framework is the most challenging part of specifying a reference model. If RAN1 can work on top of this framework, the specification effort will not be heavy from RAN1's perspective because most of the specification effort will be conducted by RAN4.
Besides, the reference model designed by RAN4 can be a starting point of RAN1 Option 1. Considering the motivation of the AI/ML-based enhancements, the RAN4 reference model should have a benchmark performance that is superior to the legacy codebooks. Therefore, RAN1 may have at least two alternatives on top of RAN4’s outcomes.
· Alt. 1: RAN1 reuses the RAN4 reference model. No additional specification efforts in RAN1, but it loses the flexibility for model updating, and then the performance is limited to the benchmark.
· Alt. 2: RAN1 further enhances the performance of the reference model on top of RAN4’s reference model and framework.
For Alt. 2, several approaches can improve the performance within the scope of Option 1. For example,
· RAN1 reuses the model structure of the RAN4 reference model but specifies several updated parameters. The NW can configure or notify UE information about the updated parameters. The RAN1 specified parameters may not necessarily fully update the RAN4 reference model. Only partial updating may provide appreciable gains. Therefore, the specification effort in RAN1 is still controllable.
· RAN1 specifies some additional layers and their parameters based on the RAN4 reference model. NW can configure or indicate UE with information on the additional layers. The specification effort in RAN1 is also controllable.
The RAN1 specified parameters or additional layers can be optimized for some scenarios to improve the CSI feedback performance. Therefore, performance limitations and high specification effort issues can be solved on top of the RAN4 outputs.
Besides, for the interoperability and testability of devices from multiple vendors, all Options other than Option 1 involve the models delivered/transferred online. How to ensure the interoperability and testability of these models is an issue under study. For this purpose, Option 1 can serve as a fallback scheme for other options. A reference model based on Option 1 can be a common ground for the interoperability and testability of all other inter-vendor collaboration options. In a summary, we have,
Observation 1
· Given that RAN4 specifies a reference model with acceptable performance, most of the specification effort in RAN1 is eliminated, and it solves the inter-vendor collaboration based on Option 1.
· There are spaces for RAN1 to enhance the performance of the reference model with controllable specification efforts.
· RAN1 Option 1 can be a fallback scheme for other RAN1 inter-vendor collaboration options.
Our proposals for Option 1 are then,
Proposal 1
· If RAN4 specifies the reference model, the RAN1 Option 1 can be supported with little specification effort.
· Study the enhancements under the scope of RAN1 Option 1 for performance enhancements, e.g., define RAN1 enhancements based on the reference model.
2.2. Discussions on Option 3
Option 3 also requires the definition of reference models. The difference from Option 1 is that only model structures should be specified without specified model parameters. It usually requires high specification effort, though the effort is less than that of Option 1. However, following similar arguments for Option 1, the RAN4 reference model, if available, can also be used as a starting point for Option 3 to eliminate most of the specification efforts. There are two similar alternatives at least for Option 3a-2 on top of RAN4 outputs with controllable specification effort,
· Alt. 1: Reuse the structure of the RAN4 reference model and update the model parameters by model delivery/transfer.
· Alt. 2: Specify additional layers or partially modify the RAN4 reference model and update the parameters by model delivery/transfer.
Option 3a and 3b were further developed at the RAN1 #116bis meeting. The difference is whether offline engineering is required after the model is transferred/delivered. Considering the practical networks with devices from multiple vendors on either the network or UE side, it is quite challenging to let a model delivered/transferred from the network directly run on a UE because different UEs may have different types/models of processors, modem chipsets, and operation systems. To this end, some offline engineering after UE receives model parameters is helpful and necessary. Therefore, Option 3a is more feasible than Option 3b in practical inter-vendor scenarios.
Option 3a, however, has a longer latency from the model delivery/transfer to the deployment in UE, which may limit its applications in practice, especially for localized models with frequent model switching. If some offline engineering, such as offline training, is time-consuming, it limits the practical usage of Option 3.
Among sub-options under Option 3a, Option 3a-2 requires offline training since only the parameter of the CSI reconstruction part is delivered/transferred to UE or UE side. UE or UE side has to train its CSI generation part offline based on the CSI reconstruction part it received. However, the offline training can be optional for Option 3a-1 or Option 3a-3 since the CSI generation part is transferred to the UE. Only some essential operations, such as compiling or verification, are mandatory. These operations can be finished much sooner.
As to performance, Option 3 is generally more flexible than Option 1 for performance optimization. The limitation on performance is introduced by the inflexibility of the model structure. Option 3a-3 may be the best sub-options since the full two-sided model is delivered/transferred to the UE, with which the UE may have full knowledge to optimize its model implementations.
In summary about Option 3, we have the following observations,
Observation 2
· For Option 3a, especially Option 3a-2, some offline engineering, such as retraining, is time-consuming, which limits its practical applications in some scenarios.
· Options 3a-1 and 3a-3 are more feasible regarding required offline operations after model transfer (e.g., the time-consuming operations such as offline training after model transfer can be optional).
· Option 3b is less feasible than Option 3a when UEs are manufactured by multiple vendors.
2.3. Discussions on Option 4
Option 4 can be viewed as an upgraded version of Option 2 with more flexibility on datasets. It inherits other drawbacks of Option 2 and has some additional issues. When Option 4 is used stand-alone, it requires high collaboration complexity for dataset delivery and offline training. Also, it cannot ensure performance because different vendors may implement different model architectures.
However, Option 4 can be used with other options. For such purposes, the datasets may be small, which makes Option 4 helpful and feasible.
According to these discussions, our proposal for Option 4 is then,
Proposal 2
· Deprioritize the study of using Option 4 as a stand-alone inter-vendor collaboration scheme.
2.4. Discussions on Option 5
Option 5 is an upgraded version of Option 3 with more flexibility in the model structure. More flexibility means more challenges for the feasibility of inter-vendor collaboration because it should ensure a model with arbitrary architecture and parameters can be run on a UE from different vendors, where the UE has different kinds of processors, modem chipsets, or operation systems. We observed less feasibility for Option 5 compared with Option 3. Option 5 also requires more collaboration complexity for arbitrary model transfer and more specification effort for a specified model format.
Regarding the offline latency of Option 5a and performance, the same discussions on Option 3 also apply to Option 5. We have similar observations as follows,
Observation 3
· For Option 5a, especially Option 5a-2, some offline engineering is time-consuming, limiting practical applications in some scenarios.
· Option 5a-1 and 5a-3 are more feasible regarding required offline operations after model transfer (e.g., the time-consuming operations such as offline training after model transfer can be optional). 
· In general, Option 5 is less feasible than Option 3 due to the large specification efforts and implementation challenges for the arbitrary model delivery/transfer from the NW side to the UE side when the devices are provided by different vendors.
2.5. Summary of the discussions on inter-vendor collaboration options
Our views on the inter-vendor collaboration options are summarized in Table 1.
Table 1 Summary of Aspects for Inter-vendor Collaboration
	Option
	Collaboration Complexity
	Performance
	Interoperability /Testability
	Feasibility

	1
	(Concluded) 
Eliminate the complexity
	· Alt. 1: RAN4 benchmark performance.
· Alt. 2: Further optimization in RAN1 is possible.
	(Concluded)
Up to RAN4
	Feasible (depend on RAN4)

	3
	a-1
	Medium
(> Option 1)
	· More flexible than Option 1.
· Limited by the model structures.
· Option 3a-3 is better.
	Limited and need a solution
(e.g., fallback to Option 1)
	Feasible with specification effort

	
	a-2
	
	
	
	

	
	a-3
	
	
	
	

	
	b
	Medium
(> Option 1)
	· More flexible than Option 1.
· Limited by the model structures.
	
	Less feasible than Option 3a

	4
	Highest
	· Performance loss due to the misalignment of model architecture.
	
	Infeasible as a stand-alone option

	5
	a-1
	High
(> Option 3)
	· More flexible than Option 3.
· Option 5a-3 is better.
	
	Less feasible than Option 3a

	
	a-2
	
	
	
	

	
	a-3
	
	
	
	

	
	b
	High
(> Option 3)
	· More flexible than Option 3.
	
	Less feasible than Option 5a



The overall observations of the inter-vendor collaboration schemes are,
Observation 4
· For collaboration complexity, the order of the options is,
· Option 1 < Option 3 < Option 5 < Option 4
· For performance, the order of the options is,
· Option 5a-3 ≧ Option 5(a-1, a-2, b) ≧ Option 3a-3 ≧ Option 3(a-1, a-2, b) ≧ Option 4
· FFS Option 1
· For interoperability/testability,
· Option 1 > Remaining options
· For feasibility,
· Option 1 (depend on RAN4) > Option 3(a-1, a-3) > Option 3(a-2) > Option 5(a-1, a-3) > Option 5(a-2) > Option 3b > Option 5b > Option 4
3. Initial Performance Evaluations and Observations
[image: ]
Figure 1: General diagram of Case 3/4 for CSI compression with temporal domain aspects
To verify the feasibility and potential gain of Case 3/4, we implement an AI/ML model based on the transformer to compress and reconstruct the CSI in the present slot and then predict future slots. The implemented AI/ML model follows the diagram shown in Fig. 1. On the UE side, the input is CSI measured in the present and past 4 occasions (with 5ms intervals). The outputs of the UE side model are transmitted to the NW side. On the NW side, it outputs the reconstructed CSI for the present slot and then makes 4 predictions with 5ms intervals. With the implemented AI/ML model, we can reduce the CSI report occasions to 1/5 of the legacy one and still reconstruct 5 CSI with the model's prediction.
In this study, we take the Rel. 18 AI/ML-based CSI compression (i.e., without temporal domain aspects) as the baseline to verify if the newly implemented model has gains compared to it. Following the agreements of RAN1 #116 meeting, we use the aligned feedback bit rate for a fair comparison. For the models under test, it compresses and reports the CSI every 25 ms with a payload size z. For Rel. 18 AI/ML-based CSI compression, it compresses and reports the CSI every 5 ms with a payload size z/5. Then the two schemes have the same bit rates.
The major simulation assumptions for this study are shown in Table 2.
Table  2. Simulation assumptions for both CSI prediction and CSI compression
	Parameter
	Value

	Duplex, Waveform
	FDD/TDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	4GHz

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	16 ports: (4,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	44dBm for 20MHz

	BS antenna height
	25m

	UE antenna height & gain
	According to TR36.873

	UE receiver noise figure
	9dB

	Numerology
	30KHz, 14 OFDM symbol slot

	Simulation bandwidth/granularity
	12 subbands (4 subbands are evaluated) 

	CSI feedback
	CSI feedback periodicity:  5 ms

	UE distribution
	Option 1: 80% indoor (3 km/h), 20% outdoor (30 km/h)

	Baseline
	Rel. 18 AI/ML-based CSI

	Input for AI/ML model
	Precoding matrix(eigenvector)

	Output for AI/ML model
	Precoding matrix(eigenvector)


The SGCS of the reconstructed CSI in the present (Slot #0) and future slots (Slot #1-#4) are shown in Table 3.
Table 3 The SGCS of AI/ML-based CSI compression and prediction
	Slot index
	#0 (present)
	#1 (+5ms)
	#2 (+10ms)
	#3 (+15ms)
	#4 (+20ms)

	w/o temporal domain aspects
(baseline)
	0.802
(same reconstruction performance because it reports CSI every 5ms)

	w/ temporal domain aspects
	0.943
(+18%)
	0.916
(+14%)
	0.882
(+10%)
	0.837
(+4%)
	0.789
(-2%)


From the evaluations, we have the following observations,
Observation 5
· Given the CSI feedback bit rate, the AI/ML model utilizing temporal domain features for CSI compression and prediction outperforms the ones without temporal domain aspects. It has up to 18% gains on SGCS and comparable performance for prediction of up to 20ms in the future.
· AI/ML-based CSI compression with temporal domain aspects benefits CSI reconstruction accuracy and feedback overhead reduction.
4. Conclusion
In this contribution, we have the following observations and proposals,
Observation 1
· Given that RAN4 specifies a reference model with acceptable performance, most of the specification effort in RAN1 is eliminated, and it solves the inter-vendor collaboration based on Option 1.
· There are spaces for RAN1 to enhance the performance of the reference model with controllable specification efforts.
· RAN1 Option 1 can be a fallback scheme for other RAN1 inter-vendor collaboration options.
Observation 2
· For Option 3a, especially Option 3a-2, some offline engineering, such as retraining, is time-consuming, which limits its practical applications in some scenarios.
· Options 3a-1 and 3a-3 are more feasible regarding required offline operations after model transfer (e.g., the time-consuming operations such as offline training after model transfer can be optional).
· Option 3b is less feasible than Option 3a when UEs are manufactured by multiple vendors.
Observation 3
· For Option 5a, especially Option 5a-2, some offline engineering is time-consuming, limiting practical applications in some scenarios.
· Option 5a-1 and 5a-3 are more feasible regarding required offline operations after model transfer (e.g., the time-consuming operations such as offline training after model transfer can be optional). 
· In general, Option 5 is less feasible than Option 3 due to the large specification efforts and implementation challenges for the arbitrary model delivery/transfer from the NW side to the UE side when the devices are provided by different vendors.
Observation 4
· For collaboration complexity, the order of the options is,
· Option 1 < Option 3 < Option 5 < Option 4
· For performance, the order of the options is,
· Option 5a-3 ≧ Option 5(a-1, a-2, b) ≧ Option 3a-3 ≧ Option 3(a-1, a-2, b) ≧ Option 4
· FFS Option 1
· For interoperability/testability,
· Option 1 > Remaining options
· For feasibility,
· Option 1 (depend on RAN4) > Option 3(a-1, a-3) > Option 3(a-2) > Option 5(a-1, a-3) > Option 5(a-2) > Option 3b > Option 5b > Option 4
Observation 5
· Given the CSI feedback bit rate, the AI/ML model utilizing temporal domain features for CSI compression and prediction outperforms the ones without temporal domain aspects. It has up to 18% gains on SGCS and comparable performance for prediction of up to 20ms in the future.
· AI/ML-based CSI compression with temporal domain aspects benefits CSI reconstruction accuracy and feedback overhead reduction.

Proposal 1
· If RAN4 specifies the reference model, the RAN1 Option 1 can be supported with little specification effort.
· Study the enhancements under the scope of RAN1 Option 1 for performance enhancements, e.g., define RAN1 enhancements based on the reference model.
Proposal 2
· Deprioritize the study of using Option 4 as a stand-alone inter-vendor collaboration scheme.
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