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[bookmark: _Toc159231752][bookmark: _Toc159231850][bookmark: _Toc159240752][bookmark: _Toc162863431][bookmark: _Toc162863478][bookmark: _Toc163171413][bookmark: _Toc163171614][bookmark: _Toc163171693][bookmark: _Toc163195729][bookmark: _Toc163195926]Introduction
RAN #102 meeting approved the Rel-19 WI on AI/ML for NR Air Interface [1], based on the AI/ML techniques to NR air interface has been studied in FS_NR_AIML_Air [2]. In this contribution, we discuss the enhancements related to AI/ML for positioning, work item objectives related to AI/ML positioning sub-use cases, and the latest agreements, observations, and conclusions done in RAN1#116 and RAN1#116-bis (See Appendix A). The WI objectives are indicated in the following. 

	Objectives in RP-234039
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

… text omitted ...

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· [bookmark: _Hlk157517850]Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

… text omitted ...

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
… text omitted ...
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

….… text omitted ...

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 




We organize this technical document in sections highlighting our main proposals and observations related to first-priority cases and second-priority cases as defined in [1]. Section 2 proposes the scope that the work item on AI/ML positioning may follow. In Section 3, we also address the main aspects of inference operation. In Section 4 and Section 5, we provide relevant aspects of performance monitoring and data collection, respectively. Section 6 addresses aspects that aim to ensure consistency between training and inference. Section 7 addresses details of the functionality framework. Additional elements not considered in previous sections are discussed in Section 8. Finally, in Section 9, we provide a summary of observations and proposals.
[bookmark: _Toc159231753][bookmark: _Toc159231851][bookmark: _Toc159240753][bookmark: _Toc162863432][bookmark: _Toc162863479][bookmark: _Toc163171414][bookmark: _Toc163171615][bookmark: _Toc163171694][bookmark: _Toc163195730][bookmark: _Toc163195927]Scope of the work
Considering the WI objectives listed in [1], the scope of the AI/ML positioning work item shall be focused on the following items:

· For UE-side model inference, specification support for enabling monitoring operations (assisted by LMF) requires modification to NR measurements and reporting frameworks. In this matter, legacy measurements should be enhanced and extended if necessary to avoid substantial changes to the NR specification.
· For performance monitoring, the monitoring metric calculation entity and the entity providing the outcome of performance monitoring should be considered at least for Case 1 (direct AI/ML positioning).  
· On handling additional conditions, RAN1 discussed four approaches to ensure consistency between training and inference regarding NW-side additional conditions, which are 1) Model identification, 2) Model training at NW and transfer to UE, 3) Information and/or indication on NW-side additional conditions is provided to UE, and 4) Consistency assisted by monitoring. In the WI objectives, study or specification work on these approaches are also mentioned under some other bullets (e.g., model identification, model transfer, applicable functionality reporting, consistency assisted by monitoring) and it is not clear the exact AI/ML positioning related scope on these approaches. To our reading, at least in the beginning of the WI, AI/ML positioning related discussions should not define specification support for model identification or model transfer approaches until the related study objectives are finalized. However, information on NW-side additional conditions provided to the from the LMF can be considered in the beginning of the WI and specification support can be considered. 
· On LCMs, Rel-18 study item discussed two approaches, functionality-based LCM and model-ID-based LCM, and both LCM flavours were also considered together in certain discussions. Discussion of Model-ID-based LCM for AI/ML positioning use case is not feasible at the beginning of the WI, it is because the study objective on model identification shall be finalized prior to any further step. Our interpretation is that model inference, performance monitoring, data collection, and other related discussions are specific to individual use cases. Also, functionality refers to a legacy like configurations that enabling the use-case, where AI/ML positioning functionality shall be built by reusing the legacy positioning (e.g., LPP). To support any missing functionality-based LCM procedures, RAN1 should initially assume LCMs are based on the legacy positioning framework. 
· On data collection aspects for inference and training, ground-truth labels, measurements, and their respective quality indicator require special attention. For training data collection RAN1 should be limited to discuss the data content. For example, in the case of training data collection, the ground-truth label and corresponding label quality indicator shall consider the dataset size conditioned to uniform UE distribution to improve the model training. 





[bookmark: _Toc162863433][bookmark: _Toc162863482][bookmark: _Toc163171417][bookmark: _Toc163171618][bookmark: _Toc163171697][bookmark: _Toc163195752][bookmark: _Toc163195949]Inference Operation 
The inference operation discussed in this section follows three important aspects: AI/ML inference input, AI/ML inference output, and signaling and procedures for inference. In each of these aspects, the discussion is driven by reducing the specification impact as much as possible. 
AI/ML inference input
In the previous 3GPP meetings (RAN1#116 and RAN1#116-bis), controversial aspects on addressing AI/ML inference input were discussed in several on-line and off-line sessions. One is related to the necessity to specify inference input, channel measurement representation, and path information. These three topics are discussed in the following.
Need for specifying inference input
For UE-side and gNB-side models, the inference input is based on the local UE/gNB measurements, which are internally available at UE/gNB. The necessary measurement(s) for the model input are performed by UE using the DL PRS transmitted by TRP(s) and performed by TRP using UL SRS transmitted by UE. However, specification of inference input for UE-side and gNB-side models would be necessary since some monitoring cases are considering LMF assistance (monitoring entity is not the entity doing inference). For instance, scenarios where the UE or gNB may be assisted by the LMF, which would require reporting the respective measurement.

Further, for LMF-side models, the measurements need to be specified anyways since the UE or gNB needs to report the measurements to LMF.

[bookmark: _Toc162863434][bookmark: _Toc163200056][bookmark: _Toc163201562][bookmark: _Toc163201891][bookmark: _Toc163201945][bookmark: _Toc163222361][bookmark: _Toc166191992][bookmark: _Toc166192023]The measurements used for inference input across all use cases need to be aligned and specified, e.g., UE should report to LMF the same type of measurements used for inference and performance monitoring.
[bookmark: _Toc166192046][bookmark: _Toc166192111][bookmark: _Toc166192193][bookmark: _Toc166192247][bookmark: _Toc166192301][bookmark: _Toc166194120]RAN1 to prioritize the discussion on monitoring aspects before to do agreements on inference input.

Timing information: sample-based vs path-based
In RAN1#116, the following agreement was reached between companies:

	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.




As stated in the agreement, they key difference between both approaches is that the sampling period may not match with the detected path information. 

Sample-based representation always follows the sample rate defined by the system. Whereas, path-based requires an additional step to perform the estimation of path locations on time (delay) and power dimensions. This additional step is currently considered as implementation specific. 

[bookmark: _Toc166191993][bookmark: _Toc166192024]The path-based representation and sample-based representation have similarities in the first implementation steps.
Since every implementation aspect (e.g., channel measurement, peak estimation) may impact on the inconsistency between channel measurements used in training and inference, both approaches may suffer the same issue on the inconsistency. Therefore, it should not be used as an argument to prefer one option over the other.

[bookmark: _Toc166191994][bookmark: _Toc166192025]Inconsistency between training and inference may not be used as argument to discriminate path-based and sample-based.
 
Based on the simulation setup and context, the performance and overhead analysis may benefit one specific channel measurement representation (sample-based or path-based). Thus, the simulation performance and overhead analysis is not a fair argument to discriminate both options.

[bookmark: _Toc166191995][bookmark: _Toc166192026]The simulation performance and overhead analysis has scenarios that may be favorable to sample-based representation in some cases and favorable to path-based representation.
  
In terms of specification impact, the path-based representation (e.g., legacy RSRPP) may be reused in AI/ML positioning, requiring in some cases only an extension of the number of taps to provide enough information for training and inference of AI/ML model.

For the case of sample-based representation, in terms of specification impact, may include details of Nt, N’t. In addition, the sub-sampling considered in [2] may be considered as a generic version of the path-based representation, where the power and delay indication are not following the grid representation. 

[bookmark: _Toc163171418][bookmark: _Toc163171619][bookmark: _Toc163171698][bookmark: _Toc163195753][bookmark: _Toc163195950][bookmark: _Toc163200126][bookmark: _Toc163200433][bookmark: _Toc163200661][bookmark: _Toc163201116][bookmark: _Toc163201255][bookmark: _Toc163201419][bookmark: _Toc163201501][bookmark: _Toc163222473][bookmark: _Toc166192047][bookmark: _Toc166192112][bookmark: _Toc166192194][bookmark: _Toc166192248][bookmark: _Toc166192302][bookmark: _Toc166194121]RAN1 to consider path-based and sample-based representation for AI/ML positioning cases.


During the study item, it has been identified that the model input could be a new measurement such as DL CIR/PDP/DP, as well as an existing measurement as RSRPP. Nevertheless, it is worth clarifying that the legacy RSRPP measurements for positioning already correspond to what has been identified as CIR measurements without phase information and the channel measurement representation is path-based. The difference between RSRPP and PDP measurements is that RSRPP is limited on the number of reporting delays (only 9 taps may be reported by RSRPP) and the channel measurement representation is path-based. 

The RSRPP measurement is already part of the legacy positioning, it is defined in [3] and [4] as follows:

	DL PRS reference signal received path power (DL PRS-RSRPP)

	 Definition
	DL PRS reference signal received path power (DL PRS-RSRPP), is defined as the power of the linear average of the channel response at the i-th path delay of the resource elements that carry DL PRS signal configured for the measurement, where DL PRS-RSRPP for the 1st path delay is the power contribution corresponding to the first detected path in time.

For frequency range 1, the reference point for the DL PRS-RSRPP shall be the antenna connector of the UE. For frequency range 2, DL PRS-RSRPP shall be measured based on the combined signal from antenna elements corresponding to a given receiver branch.

For frequency range 1 and 2, if receiver diversity is in use by the UE for DL PRS-RSRPP measurements, the reported DL PRS-RSRPP value included in the higher layer parameter NR-DL-AoD-MeasElement for the first and additional measurements shall be provided for the same receiver branch(es) as applied for DL PRS-RSRP measurements.

	 Applicable for
	RRC_CONNECTED,
RRC_INACTIVE,
RRC_IDLE







	TS 38.214 [4], Section 5.1.6.5:

The UE may be configured to measure and report via higher layer parameter [AdditionalPath-relativeTiming-Request], subject to UE capability, the timing and the quality metrics of up to 8 additional detected paths, that are associated with each RSTD or UE Rx – Tx time difference. The timing of each additional path is reported relative to the path timing used for determining nr-RSTD or nr-UE-RxTxTimeDiff. For UE positioning measurement reporting in higher layer parameters NR-DL-TDOA-SignalMeasurementInformation or NR-Multi-RTT-SignalMeasurementInformation, the UE may be configured to measure and report, subject to UE capability, the path DL PRS RSRPP of the first path and the up to 8 additional paths that are associated with each RSTD or UE Rx – Tx time difference.



Based on the current legacy measurements, RSRPP reporting may limit the performance of positioning because of the limited number of taps (9 path delays). In this context, RAN1 should consider identifying the minimum number of taps to guarantee an acceptable positioning performance (e.g., 128). With this value, the RSRPP reporting may be extended to a highest/practical value for AI/ML positioning. 

Further, the same types of measurements should be maintained across all sub-use cases to avoid additional specification impact. 

[bookmark: _Toc159231857]Inference operation in Case 3b is performed by LMF, but the input data for inference is measured by gNB and reported to LMF. Here, the necessary measurement(s) for the inference input are performed by TRP(s). For this purpose, gNB can report the said measurements to LMF via the legacy report based on NRPPa procedures or an enhanced version of them.

[bookmark: _Toc162863483][bookmark: _Toc163171423][bookmark: _Toc163171624][bookmark: _Toc163171703][bookmark: _Toc163195758][bookmark: _Toc163195955][bookmark: _Toc163200131][bookmark: _Toc163200438][bookmark: _Toc163200666][bookmark: _Toc163201120][bookmark: _Toc163201259][bookmark: _Toc163201423][bookmark: _Toc163201505][bookmark: _Toc163222475][bookmark: _Toc166192048][bookmark: _Toc166192113][bookmark: _Toc166192195][bookmark: _Toc166192249][bookmark: _Toc166192303][bookmark: _Toc166194122]RAN1 to consider at least the following measurements corresponding to inference input:
· [bookmark: _Toc162863484][bookmark: _Toc163171625][bookmark: _Toc163171704][bookmark: _Toc163195759][bookmark: _Toc163195956][bookmark: _Toc163200132][bookmark: _Toc163200439][bookmark: _Toc163200667][bookmark: _Toc163201121][bookmark: _Toc163201260][bookmark: _Toc163201424][bookmark: _Toc163201506][bookmark: _Toc163222476][bookmark: _Toc166192049][bookmark: _Toc166192114][bookmark: _Toc166192196][bookmark: _Toc166192250][bookmark: _Toc166192304][bookmark: _Toc166194123]for UE-side models, DL RSRPP as per its existing definition in the specifications (TS 38.214)
· [bookmark: _Toc162863485][bookmark: _Toc163171626][bookmark: _Toc163171705][bookmark: _Toc163195760][bookmark: _Toc163195957][bookmark: _Toc163200133][bookmark: _Toc163200440][bookmark: _Toc163200668][bookmark: _Toc163201122][bookmark: _Toc163201261][bookmark: _Toc163201425][bookmark: _Toc163201507][bookmark: _Toc163222477][bookmark: _Toc166192050][bookmark: _Toc166192115][bookmark: _Toc166192197][bookmark: _Toc166192251][bookmark: _Toc166192305][bookmark: _Toc166194124]for gNB-side models (Case 3a), UL RSRPP as per its existing definition in the specifications. 
· [bookmark: _Toc162863486][bookmark: _Toc163171627][bookmark: _Toc163171706][bookmark: _Toc163195761][bookmark: _Toc163195958][bookmark: _Toc163200134][bookmark: _Toc163200441][bookmark: _Toc163200669][bookmark: _Toc163201123][bookmark: _Toc163201262][bookmark: _Toc163201426][bookmark: _Toc163201508][bookmark: _Toc163222478][bookmark: _Toc166192051][bookmark: _Toc166192116][bookmark: _Toc166192198][bookmark: _Toc166192252][bookmark: _Toc166192306][bookmark: _Toc166194125]for NG-RAN assisted LMF-side models (Case 3b) and for UE-assisted LMF-side models (Case 2b), UL RSRPP measurements and DL RSRPP measurements, respectively, as per existing legacy specifications.
· [bookmark: _Toc162863487][bookmark: _Toc163171628][bookmark: _Toc163171707][bookmark: _Toc163195762][bookmark: _Toc163195959][bookmark: _Toc163200135][bookmark: _Toc163200442][bookmark: _Toc163200670][bookmark: _Toc163201124][bookmark: _Toc163201263][bookmark: _Toc163201427][bookmark: _Toc163201509][bookmark: _Toc163222479][bookmark: _Toc166192052][bookmark: _Toc166192117][bookmark: _Toc166192199][bookmark: _Toc166192253][bookmark: _Toc166192307][bookmark: _Toc166194126]FFS to include reporting of additional number of paths for DL-RSRPP and UL-RSRPP (e.g., to achieve desired positioning performance). 



[bookmark: _Toc162863488]Phase information
In RAN1#116 meeting, the following investigation was agreed between companies:

	Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.



Details of u sing phase information are described in the following subsections.

Phase information of the first path
Carrier phase measurements are sensitive to LOS determination, and they have the challenge of resolving the integer ambiguity. If RAN considers introducing this new measurement, both challenges need to be solved. For the first challenge, carrier phase may be reported for more than one dominant component, while for the later, differential measurements of carrier phase may be considered, or alternatively, assist the UE/gNB to derive the integer ambiguity w/o AIML. 

[bookmark: _Toc166192053][bookmark: _Toc166192118][bookmark: _Toc166192200][bookmark: _Toc166192254][bookmark: _Toc166192308][bookmark: _Toc166194127]If RAN1 considers introducing legacy RSCP/RSCPD as inference input for AI/ML positioning, the LoS determination and integer ambiguity needs to be studied.


Channel impulse response
Based on evaluation results from R1-2307242, a comparison of the performance of ML model considering as input: (1) CIR (complex values) versus (2) PDP (real values) for the cases of direct positioning and assisted positioning (e.g.,LoS/NLoS indicator) as well as a variety of scenarios with different setting parameters (depicted in the following table). Here, the number of antennas is 1, Nt = 128 without subsampling.

	Case 
	1
	2
	3
	4
	5
	6

	Clutter density 
	40%
	40%
	40%
	60%
	60%
	60%

	N. of TRPs 
	18
	10
	3
	18
	10
	3



Figure 1 represents the performance comparison between CIR and PDP for direct AI/ML positioning. The result indicates that both provide roughly similar performance with some enhancement using CIR in some specific scenarios (especially for direct positioning case). However, the model with CIR as input has higher overhead compared to PDP, specifically if the number of antennas is increased. In Figure 2, a similar performance is observed in the LOS/NLOS indicator, in some scenarios PDP outperforms a little bit to CIR. However, the same observation remains, the main impact of CIR is the additional overhead to be required for reporting. 

[image: ]
[bookmark: _Ref163038924]Figure 1 - Positioning performance for Direct AI/ML positioning.

[image: ]
[bookmark: _Ref163039299]Figure 2 - LOS/NLOS indicator performance for AI/ML assisted positioning.

[bookmark: _Toc163200058][bookmark: _Toc163201564][bookmark: _Toc163201893][bookmark: _Toc163201947][bookmark: _Toc163222363][bookmark: _Toc166191996][bookmark: _Toc166192027]For inference input, according to the observations from Rel-18 Study item, no clear improvement in positioning accuracy is observed for reporting additional phase measurement (e.g., CIR) as compared to PDP. Furthermore, CIR reporting increase the overhead as compared to PDP while no-significant improvement in positioning accuracy.

[bookmark: _Toc163171425][bookmark: _Toc163171630][bookmark: _Toc163171709][bookmark: _Toc163195763][bookmark: _Toc163195960][bookmark: _Toc163200136][bookmark: _Toc163200443][bookmark: _Toc163200671][bookmark: _Toc163201125][bookmark: _Toc163201264][bookmark: _Toc163201428][bookmark: _Toc163201510][bookmark: _Toc163222480][bookmark: _Toc166192054][bookmark: _Toc166192119][bookmark: _Toc166192201][bookmark: _Toc166192255][bookmark: _Toc166192309][bookmark: _Toc166194128]CIR is not supported for inference input when the model running at the LMF-side, gNB-side or UE-side cases.


AI/ML model inference output
UE-side and gNB-side models
The output of the AI/ML model inference in Case 1 is the target UE’s location. Whereas the output of the AI/ML model inference in Case 3a and Case 2a is a positioning-related intermediate feature. In [2], two major intermediate features were identified and evaluated. One is the ToA indicator, and the other option is the LOS/NLOS indicator. The intermediate feature is reported by UE or gNB to LMF for estimating the UE position. The intermediate feature can be reported to LMF via reusing existing procedures in LPP and NRPPa, respectively.

[bookmark: _Toc162863437][bookmark: _Toc163200061][bookmark: _Toc163201567][bookmark: _Toc163201896][bookmark: _Toc163201950][bookmark: _Toc163222366][bookmark: _Toc166191997][bookmark: _Toc166192028][bookmark: _Toc159231858]In Case 1 direct AI/ML positioning, the inference output is the estimated target UE location. 
[bookmark: _Toc162863438][bookmark: _Toc166192055][bookmark: _Toc166192120][bookmark: _Toc166192202][bookmark: _Toc166192256][bookmark: _Toc166192310][bookmark: _Toc166194129][bookmark: _Toc163171428][bookmark: _Toc163171633][bookmark: _Toc163171712][bookmark: _Toc163195766][bookmark: _Toc163195963][bookmark: _Toc163200139][bookmark: _Toc163200446][bookmark: _Toc163200674][bookmark: _Toc163201128][bookmark: _Toc163201267][bookmark: _Toc163201431][bookmark: _Toc163201513][bookmark: _Toc163222482]In Case 3a, gNB reports its inference output per TRP as in legacy approach. 

LMF-side models
The output of the AI/ML model inference in Case 3b and Case 2b is the estimation of UE position. As LMF deploys the AI/ML model in Case 3b and Case 2b, the estimated UE position is internally available at LMF without any specification impact.

[bookmark: _Toc162863439][bookmark: _Toc163171429][bookmark: _Toc163171634][bookmark: _Toc163171713][bookmark: _Toc163195767][bookmark: _Toc163195964][bookmark: _Toc163200140][bookmark: _Toc163200447][bookmark: _Toc163200675][bookmark: _Toc163201129][bookmark: _Toc163201268][bookmark: _Toc163201432][bookmark: _Toc163201514][bookmark: _Toc163222483][bookmark: _Toc166192056][bookmark: _Toc166192121][bookmark: _Toc166192203][bookmark: _Toc166192257][bookmark: _Toc166192311][bookmark: _Toc166194130]No RAN1 specification impact is expected for inference output of LMF-side models (Case 3b and Case 2b).

Signaling and procedures for inference
UE-side models
For the inference operation at UE to take place in Case 1 and Case 2a, LMF would request UE to perform inference e.g., after LMF receiving a location services (LCS) location request. In response, UE reports its location estimate inferred by the AI/ML functionality to the LMF. Such signaling can utilize LPP Request/Provide Location Information messages, with necessary enhancements to be determined after sufficient RAN1 progress. 

[bookmark: _Toc162863494][bookmark: _Toc163171430][bookmark: _Toc163171635][bookmark: _Toc163171714][bookmark: _Toc163195768][bookmark: _Toc163195965][bookmark: _Toc163200141][bookmark: _Toc163200448][bookmark: _Toc163200676][bookmark: _Toc163201130][bookmark: _Toc163201269][bookmark: _Toc163201433][bookmark: _Toc163201515][bookmark: _Toc163222484][bookmark: _Toc166192057][bookmark: _Toc166192122][bookmark: _Toc166192204][bookmark: _Toc166192258][bookmark: _Toc166192312][bookmark: _Toc166194131][bookmark: _Toc159231859]Inference of UE-side models may be requested by LMF via LPP Request Location Information. In response, UE reports its inference output to LMF via LPP Provide Location Information.

[bookmark: _Toc166192058][bookmark: _Toc166192123]The timing information of downlink measurements to be used for UE-side models must be relative to a reference time that is based on legacy. For example, the reference time may be TSubframeRxi, as defined in TS 38.215, clause 5.1.29.

[bookmark: _Toc166192059][bookmark: _Toc166192124][bookmark: _Toc166192205][bookmark: _Toc166192259][bookmark: _Toc166192313][bookmark: _Toc166194132]For AI/ML based positioning Case 2b (using DL measurement) the reference time is based on the legacy reference time. 

gNB-side models
The inference operation at gNB would be necessary when LMF determines to utilize an UL positioning method upon an LCS location request. Thus, LMF could request one or more gNBs involved in the inference operation of their AI/ML models, by activating corresponding functionality. Such signaling may be enabled by utilizing NRPPa messages. In addition, the necessary enhancements to be determined after sufficient RAN1/RAN2 progress.

To perform the desired inference operation, the target UE needs to be configured with UL SRS transmission. While the transmission of the UE could be configured by its serving gNB, the characteristics of the configuration (e.g., bandwidth, periodicity, etc.) could be determined by LMF, e.g., depending on the QoS requirements of the associated location request, as in legacy UL positioning.

[bookmark: _Toc162863496][bookmark: _Toc163171431][bookmark: _Toc163171636][bookmark: _Toc163171715][bookmark: _Toc163195769][bookmark: _Toc163195966][bookmark: _Toc163200142][bookmark: _Toc163200449][bookmark: _Toc163200677][bookmark: _Toc163201131][bookmark: _Toc163201270][bookmark: _Toc163201434][bookmark: _Toc163201516][bookmark: _Toc163222485][bookmark: _Toc166192060][bookmark: _Toc166192125][bookmark: _Toc166192206][bookmark: _Toc166192260][bookmark: _Toc166192314][bookmark: _Toc166194133]In Case 3a, the target UE is configured with UL SRS by its serving gNB, whose characteristics are determined by LMF, as in legacy UL positioning.

LMF-side models
The positioning measurement, potential preprocessing, measurements reporting by gNB and UE would be necessary when LMF determines to utilize an UL and DL positioning method, respectively, upon an LCS location request. Thus, LMF could request the target UE and one or more gNBs that were determined to be involved in the positioning inference, by requesting positioning measurements.

[bookmark: _Toc162863497][bookmark: _Toc163171432][bookmark: _Toc163171637][bookmark: _Toc163171716][bookmark: _Toc163195770][bookmark: _Toc163195967][bookmark: _Toc163200143][bookmark: _Toc163200450][bookmark: _Toc163200678][bookmark: _Toc163201132][bookmark: _Toc163201271][bookmark: _Toc163201435][bookmark: _Toc163201517][bookmark: _Toc163222486][bookmark: _Toc166192061][bookmark: _Toc166192126][bookmark: _Toc166192207][bookmark: _Toc166192261][bookmark: _Toc166192315][bookmark: _Toc166194134]For Case 2b/3b (LMF side model), for inference LMF may request:
· [bookmark: _Toc162863498][bookmark: _Toc163171433][bookmark: _Toc163171638][bookmark: _Toc163171717][bookmark: _Toc163195771][bookmark: _Toc163195968][bookmark: _Toc163200144][bookmark: _Toc163200451][bookmark: _Toc163200679][bookmark: _Toc163201133][bookmark: _Toc163201272][bookmark: _Toc163201436][bookmark: _Toc163201518][bookmark: _Toc163222487][bookmark: _Toc166192062][bookmark: _Toc166192127][bookmark: _Toc166192208][bookmark: _Toc166192262][bookmark: _Toc166192316][bookmark: _Toc166194135]reporting of UL measurements from gNB in Case 3b via NRPPa, and
· [bookmark: _Toc162863499][bookmark: _Toc163171434][bookmark: _Toc163171639][bookmark: _Toc163171718][bookmark: _Toc163195772][bookmark: _Toc163195969][bookmark: _Toc163200145][bookmark: _Toc163200452][bookmark: _Toc163200680][bookmark: _Toc163201134][bookmark: _Toc163201273][bookmark: _Toc163201437][bookmark: _Toc163201519][bookmark: _Toc163222488][bookmark: _Toc166192063][bookmark: _Toc166192128][bookmark: _Toc166192209][bookmark: _Toc166192263][bookmark: _Toc166192317][bookmark: _Toc166194136]reporting of DL measurements from UE in Case 2b via LPP.

[bookmark: _Toc162863440][bookmark: _Toc162863500][bookmark: _Toc163171435][bookmark: _Toc163171640][bookmark: _Toc163171719][bookmark: _Toc163195773][bookmark: _Toc163195970]Performance monitoring 
During the study item the evaluation and discussion on performance monitoring was not done extensively. The most important agreements between companies were limited on listing potential monitoring metrics for different performance monitoring schemes (based on ground truth, without ground truth, based on model input and/or output). However, some details were missed, including defining the reporting/collecting necessary data for monitoring, entities deriving the monitoring metric and associated signaling and procedures. These important aspects are discussed in the following.
Monitoring approaches and necessary data to derive monitoring metric
The monitoring metric is a numerical representation that indicates the performance of one specific model under the functionality framework. For example, in label-based monitoring, the metric definition and necessary data required to derive the monitoring metric would depend on whether ground truth associated with model output is utilized and/or available for monitoring. In this regard, we organize the discussion in two well defined approaches, one for label-based monitoring, and another one for label-free monitoring.


Label-based performance monitoring 
In some scenarios, ground truth information (or its approximation), e.g., from PRU, might be available to derive the monitoring metric. Specifically, for direct AI/ML positioning, statistical difference of the target UE inference output using measurements collected from PRUs can be compared with PRUs location, such as in terms of mean square error (MSE). 

[bookmark: _Toc159231757][bookmark: _Toc159240757][bookmark: _Toc162863441][bookmark: _Toc163201897][bookmark: _Toc163201951][bookmark: _Toc163222367][bookmark: _Toc166191998][bookmark: _Toc166192029]Ground truth label (or its approximation) for direct AI/ML positioning (e.g., Case 1) consists of location coordinates.
[bookmark: _Toc159231863][bookmark: _Toc162863501][bookmark: _Toc163171436][bookmark: _Toc163171641][bookmark: _Toc163171720][bookmark: _Toc163195774][bookmark: _Toc163195971][bookmark: _Toc163200146][bookmark: _Toc163200453][bookmark: _Toc163200681][bookmark: _Toc163201135][bookmark: _Toc163201274][bookmark: _Toc163201438][bookmark: _Toc163201520][bookmark: _Toc163222489][bookmark: _Toc166192064][bookmark: _Toc166192129][bookmark: _Toc166192210][bookmark: _Toc166192264][bookmark: _Toc166192318][bookmark: _Toc166194137]Performance metric based on ground truth label (or its approximation) is defined as the statistical difference (e.g., MSE) between ground truth label and inference output, where measurements associated with ground truth information can be used as inference input. 

Therefore, for direct AI/ML positioning, for monitoring with ground truth, following data would be necessary: measurements collected from PRU, i.e., RSRPP measurements; ground truth (or its approximation) for UE location; and estimated UE location corresponding to UE inference output.

[bookmark: _Toc159231864][bookmark: _Toc162863502][bookmark: _Toc163171437][bookmark: _Toc163171642][bookmark: _Toc163171721][bookmark: _Toc163195775][bookmark: _Toc163195972][bookmark: _Toc163200147][bookmark: _Toc163200454][bookmark: _Toc163200682][bookmark: _Toc163201136][bookmark: _Toc163201275][bookmark: _Toc163201439][bookmark: _Toc163201521][bookmark: _Toc163222490][bookmark: _Toc166192065][bookmark: _Toc166192130][bookmark: _Toc166192211][bookmark: _Toc166192265][bookmark: _Toc166192319][bookmark: _Toc166194138]Necessary data for performance monitoring with ground truth label (or its approximation) consists of at least: i) ground truth (or its approximation), e.g., collected from PRU or target UE; ii) measurements corresponding to inference input, e.g., measurements collected from PRU; and iii) inference output, e.g., UE location estimation. 


Label-free performance monitoring
Confidence level associated with inference output

For direct AI/ML positioning (e.g., Case 1), there are several limitations regarding the availability of ground truth information (e.g., impossibility to run a high-accuracy positioning method, limited PRUs deployed in the region of interest). In the absence of ground truth, one option for monitoring can be based on the confidence level associated with model inference output. Specifically, in Case 1, the AI/ML model can be defined and trained to provide an additional output ‘confidence level’ which indicates the level of reliability associated with the estimated UE location.


Drifting monitoring

Another alternative for monitoring without ground truth might rely on using input RSRPP measurements corresponding to model inference input. Here, measurements used in inference may be compared to the characteristics of the measurements contained in the training dataset to derive the monitoring metric. The main reasoning behind this approach is to check whether the inference input data is similar enough in statistical manner to the used training input dataset to reach the expected model accuracy. In fact, a big deviation from the training data has high probability to induce degraded performance during inference. This is generally referred to as the process of drifting monitoring. As example, PCA (Principal Component Analysis) approach can be applied to reduce the dimensionality of the input data (e.g. for 2 dimensions). The inference input is therefore transformed into PCA components following the PCA function learnt from training data. Thus, the monitoring metric is calculated as the drift distance between the 2D representation of inference input and the training inputs. 


Based on buffered inference output

Another approach for monitoring without ground truth may use historical/buffered inference output when deriving the monitoring metric (e.g., statistics as standard deviation). Considering the random nature of wireless channels in both time and spatial domain, the estimation of UE location may impact the generalization capabilities of positioning inference using AI/ML. Thus, a light approach for monitoring is analyzing the historical/buffered inference output using a monitoring metric (e.g., standard deviation). 

[bookmark: _Toc162863503][bookmark: _Toc163171438][bookmark: _Toc163171643][bookmark: _Toc163171722][bookmark: _Toc163195776][bookmark: _Toc163195973][bookmark: _Toc163200148][bookmark: _Toc163200455][bookmark: _Toc163200683][bookmark: _Toc163201137][bookmark: _Toc163201276][bookmark: _Toc163201440][bookmark: _Toc163201522][bookmark: _Toc163222491][bookmark: _Toc166192066][bookmark: _Toc166192131][bookmark: _Toc166192212][bookmark: _Toc166192266][bookmark: _Toc166192320][bookmark: _Toc166194139][bookmark: _Toc159231868]For UE/gNB-side models, label-free monitoring may consist of:
· [bookmark: _Toc162863504][bookmark: _Toc163222492][bookmark: _Toc166192067][bookmark: _Toc166192132][bookmark: _Toc166192213][bookmark: _Toc166192267][bookmark: _Toc166192321][bookmark: _Toc166194140][bookmark: _Toc163171439][bookmark: _Toc163171644][bookmark: _Toc163171723][bookmark: _Toc163195777][bookmark: _Toc163195974][bookmark: _Toc163200149][bookmark: _Toc163200456][bookmark: _Toc163200684][bookmark: _Toc163201138][bookmark: _Toc163201277][bookmark: _Toc163201441][bookmark: _Toc163201523]confidence level associated with model inference output, e.g., UE location estimate, 
· [bookmark: _Toc162863505][bookmark: _Toc163171440][bookmark: _Toc163171645][bookmark: _Toc163171724][bookmark: _Toc163195778][bookmark: _Toc163195975][bookmark: _Toc163200150][bookmark: _Toc163200457][bookmark: _Toc163200685][bookmark: _Toc163201139][bookmark: _Toc163201278][bookmark: _Toc163201442][bookmark: _Toc163201524][bookmark: _Toc163222493][bookmark: _Toc166192068][bookmark: _Toc166192133][bookmark: _Toc166192214][bookmark: _Toc166192268][bookmark: _Toc166192322][bookmark: _Toc166194141]statistics of measurement(s) compared to the statistics of measurements in the training data set,
· [bookmark: _Toc162863506][bookmark: _Toc163171441][bookmark: _Toc163171646][bookmark: _Toc163171725][bookmark: _Toc163195779][bookmark: _Toc163195976][bookmark: _Toc163200151][bookmark: _Toc163200458][bookmark: _Toc163200686][bookmark: _Toc163201140][bookmark: _Toc163201279][bookmark: _Toc163201443][bookmark: _Toc163201525][bookmark: _Toc163222494][bookmark: _Toc166192069][bookmark: _Toc166192134][bookmark: _Toc166192215][bookmark: _Toc166192269][bookmark: _Toc166192323][bookmark: _Toc166194142]standard deviation as monitoring metric based on the historical/buffered inference output.

Based on the above, for monitoring in Case 1 without ground truth, following data would be necessary:
statistics of the measurements corresponding to inference input, i.e. RSRPP measurements; historical/buffered inference output, i.e., UE location; characteristics (e.g., statistics) of training data.

[bookmark: _Toc159231870][bookmark: _Toc162863507][bookmark: _Toc163171442][bookmark: _Toc163171647][bookmark: _Toc163171726][bookmark: _Toc163195780][bookmark: _Toc163195977][bookmark: _Toc163200152][bookmark: _Toc163200459][bookmark: _Toc163200687][bookmark: _Toc163201141][bookmark: _Toc163201280][bookmark: _Toc163201444][bookmark: _Toc163201526][bookmark: _Toc163222495][bookmark: _Toc166192070][bookmark: _Toc166192135][bookmark: _Toc166192216][bookmark: _Toc166192270][bookmark: _Toc166192324][bookmark: _Toc166194143]For UE-side models, necessary data for label-free monitoring consists of i) statistics of the measurements corresponding to inference input, i.e., RSRPP measurements; ii) historical/buffered inference output (UE location); and iii) characteristics (e.g., statistics) of training data.

For monitoring the performance of LOS/NLOS classification, i.e., in Case 2a and Case 3a, LMF may assist UE or gNB by evaluating which channel features are used for classification, since it may possess a better channel knowledge of a given environment and setting. To enable such assistance, UE or gNB may report LMF parameters used for channel classification, e.g., channel features or associated thresholds for classification.
In turn, LMF may provide better parameters or difference between the reported parameters and its own parameters to help improve the classification performance.

[bookmark: _Toc162863509][bookmark: _Toc163171443][bookmark: _Toc163171648][bookmark: _Toc163171727][bookmark: _Toc163195781][bookmark: _Toc163195978][bookmark: _Toc163200153][bookmark: _Toc163200460][bookmark: _Toc163200688][bookmark: _Toc163201142][bookmark: _Toc163201281][bookmark: _Toc163201445][bookmark: _Toc163201527][bookmark: _Toc163222496][bookmark: _Toc166192071][bookmark: _Toc166192136][bookmark: _Toc166192217][bookmark: _Toc166192271][bookmark: _Toc166192325][bookmark: _Toc166194144]For monitoring LOS/NLOS classification, LMF may assist UE and gNB by evaluating their channel classification parameters, e.g., channel features used for classification.

[bookmark: _Toc166192072][bookmark: _Toc166192137][bookmark: _Toc166192218]The label-based monitoring has a dependency on the availability of ground truth, which in some cases may not easily to implement in practical scenarios. However, label-free monitoring based on buffered inference output, drifting monitoring, and confidence level associated with the inference output considered in the study item Rel. 18 demonstrated that are capable to do the performance monitoring. 

[bookmark: _Toc166192073][bookmark: _Toc166192138][bookmark: _Toc166192219][bookmark: _Toc166192272][bookmark: _Toc166192326][bookmark: _Toc166194145]RAN1 to study relevant aspects as entities and data content of label-free monitoring at least for first priority cases.



Entity deriving monitoring metric and monitoring outcome
UE-side models
For UE-side models, the label-based and label-free monitoring may involve PRU, UE, and LMF entities. Table 1 summarizes possible combinations between entities to derive the monitoring metrics and entities doing the decision based on the monitoring outcome. There are multiple options for decision entity to make the final decision based on the monitoring output. In general, the monitoring metric calculation may be done in the UE-side and/or in the LMF-side. 










[bookmark: _Ref157587275]Table 1 - Combination of scenarios between entities obtaining metric/statistics for monitoring UE-side models and entities determining decision based on performance monitoring outcome.
	
	Entity generating ground truth
	Entity generating measurement for performance monitoring
	Entity deriving monitoring metric
	Entity doing monitoring  decision

	LMF-side performance monitoring
	PRU/UE
	UE/PRU

	LMF

	LMF


	
	LMF
	
	
	

	UE-assisted performance monitoring
	PRU/UE
	UE/PRU
	UE
	LMF

	
	LMF
	
	
	

	UE-side performance monitoring
	PRU/UE
	UE/PRU

	UE

	UE


	
	LMF
	
	
	




For the case where the monitoring metric is derived in the LMF-side, the reporting of measurements from the UE to LMF is required and it should be done prioritizing/using new IEs in LPP.

[bookmark: _Toc159231758][bookmark: _Toc159240758][bookmark: _Toc162863442][bookmark: _Toc163201898][bookmark: _Toc163201952][bookmark: _Toc163222368][bookmark: _Toc166191999][bookmark: _Toc166192030]For monitoring UE-side models, in addition to UE, LMF may also derive the performance metric.
For the cases when UE is the entity deriving the performance monitoring metric, LMF still requires to be informed about the derived monitoring metric to determine the monitoring outcome, e.g., functionality switching. For this, LMF may request the UE to derive a specific monitoring metric. In turn, UE informs the LMF about the derived metric to enable a functionality decision based on performance monitoring outcome at the LMF side. 

[bookmark: _Toc159231871][bookmark: _Toc162863510][bookmark: _Toc163171444][bookmark: _Toc163171649][bookmark: _Toc163171728][bookmark: _Toc163195782][bookmark: _Toc163195979][bookmark: _Toc163200154][bookmark: _Toc163200461][bookmark: _Toc163200689][bookmark: _Toc163201143][bookmark: _Toc163201282][bookmark: _Toc163201446][bookmark: _Toc163201528][bookmark: _Toc163222497][bookmark: _Toc166192074][bookmark: _Toc166192139][bookmark: _Toc166192220][bookmark: _Toc166192273][bookmark: _Toc166192327][bookmark: _Toc166194146]For monitoring UE-side models, LMF may request UE to derive a performance monitoring metric, and UE reports the derived performance metric to LMF.

[bookmark: _Toc166192075][bookmark: _Toc166192140][bookmark: _Toc166192221][bookmark: _Toc166192274]In RAN1#116-bis the following study was agreed between companies:
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.



Based on the recent agreement in RAN1#116bis on the performance monitoring metric calculation, two options are identified. Among the discussed options, both Option A and B can be used for calculation of performance monitoring metric at the UE and LMF, respectively. Option A-1, Option A-2 and Option B-1 can reuse legacy procedures. However, Option A-3 and Option B-2 offer more reliable approach for monitoring thanks to the involvement of PRU. On the other hand, Option A-4 may be implementation specific or transparent to specification, thus should not be discussed any further as these fall out of the WI scope.

[bookmark: _Toc166192077][bookmark: _Toc166192142][bookmark: _Toc166192223][bookmark: _Toc166192276][bookmark: _Toc166192328][bookmark: _Toc166194147]To RAN1 defer Option A-4 from discussion and support other remaining options (Option A and Option B) for performance monitoring.  


gNB-side models
For gNB-side model use cases, it is expected that the monitoring decision is done in all cases by the LMF. However, the performance monitoring metric calculation may be done by the NG-RAN and/or LMF. Details are discussed in the following.

For the cases when NG-RAN node is the entity deriving the performance monitoring metric, LMF still requires to be informed about the derived monitoring metric to determine the monitoring outcome. For this, LMF may request the UE to derive a specific monitoring metric. In turn, NG-RAN node informs the LMF about the derived metric to enable a functionality decision based on performance monitoring outcome at the LMF side. 

For the cases where the monitoring metric calculation is done in the same gNB where the mode is deployed, the unique specification impact that is expected is on the delivery of the metric calculation.

Details of performance monitoring are out of the scope of RAN1. However, RAN1 may indicate entities and data content involved in the monitoring metric calculation.

[bookmark: _Toc166192078][bookmark: _Toc166192143][bookmark: _Toc166192224][bookmark: _Toc166192277][bookmark: _Toc166192329][bookmark: _Toc166194148]For Case 3a, RAN1 indicates the following potential candidates to perform monitoring metric calculation: NG-RAN and LMF. Further details of monitoring is out of the scope of RAN1 WG.

LMF-side models
Monitoring details, including entities calculating the monitoring metric for Case 2b and Case 3b must be delayed until RAN3 start to discuss details on performance monitoring in coordination with SA2, including entities involved in the monitoring.

[bookmark: _Toc166192079][bookmark: _Toc166192144][bookmark: _Toc166192225][bookmark: _Toc166192278][bookmark: _Toc166192330][bookmark: _Toc166194149]RAN1 to delay the discussion on any aspect related to performance monitoring for Case 2b and Case 3b.

Signaling and procedures for monitoring
Monitoring of UE-side models
A generic mechanism for performance monitoring for UE-side models is shown in Figure 3, where the UE is the node responsible for model inference. Whenever UE detects changes in the environment, it may request LMF to share relevant procedures for functionality performance monitoring. Next, LMF could collect the data from various trusted entities as, e.g. PRU and share it with the UE. 

[image: A diagram of a system

Description automatically generated]
[bookmark: _Ref159152723]Figure 3 - Mechanism to performance monitoring for Case 1 direct AI/ML positioning.

In recent RAN1#116bis meeting, two options are agreed for calculation of monitoring metric related to label-based monitoring for Case 1. Both option A and B can be used for calculation of performance monitoring metric at the UE and LMF, respectively. While Option A-1, Option A-2 and Option B-1 can reuse legacy procedures and signaling for GT , Option A-3 and Option B-2 offer more reliable approach for monitoring thanks to the involvement of PRU. 

· Option B-2: In one option, LMF shares with UE only the necessary data for monitoring consisting of measurements collected from PRUs associated with ground truth, and requests UE to report inference output using the provided measurements as input. In this option, LMF is the entity computing the monitoring metric. 
· Option A-3: In another option, LMF can share with UE both: the measurements and associated ground truth labels. In addition, the LMF requests the UE to compute the monitoring metric. UE could subsequently compute and report monitoring metrics to LMF. 

The label-based performance monitoring may be done using a subset of an existent dataset, which previously would be used for training. In this regard, the ground truth quality indicator may be used to assist UE in calculating the monitoring metric. 

[bookmark: _Toc166192080][bookmark: _Toc166192145][bookmark: _Toc166192226][bookmark: _Toc166192279][bookmark: _Toc166192331][bookmark: _Toc166194150]For label-based monitoring of UE-side model, for UE to derive monitoring metric, support Option A-3: LMF provides the UE necessary data for monitoring over LPP which contains measurements (e.g., measurements (e.g., RSRPP) collected from PRU(s)) and associated ground truth (e.g., PRU location) including quality indicators. In addition, target UE computes the monitoring metric internally and provides it to the LMF if requested to do so.

[bookmark: _Toc166192081][bookmark: _Toc166192146][bookmark: _Toc166192227][bookmark: _Toc166192280][bookmark: _Toc166192332][bookmark: _Toc166194151]For label-based monitoring of UE-side model, for LMF to derive monitoring metric, support Option B-2: PRU(s) provides measurements (e.g., RSRPP) to LMF. LMF provides measurements collected from PRU(s) to the UE. UE reports inference output, based on measurements collected from PRU(s), to LMF. LMF compares the UE inference output with PRU ground truth labels associated with these measurements to calculate monitoring metric.

[bookmark: _Toc163171447][bookmark: _Toc163171652][bookmark: _Toc163171731][bookmark: _Toc163195785][bookmark: _Toc163195982][bookmark: _Toc163200157][bookmark: _Toc163200464][bookmark: _Toc163200692][bookmark: _Toc163201146][bookmark: _Toc163201285][bookmark: _Toc163201449][bookmark: _Toc163201531][bookmark: _Toc159231876][bookmark: _Toc162863513][bookmark: _Toc163222500][bookmark: _Toc166192082][bookmark: _Toc166192147][bookmark: _Toc166192228][bookmark: _Toc166192281][bookmark: _Toc166192333][bookmark: _Toc166194152]For label-free monitoring of UE-side models, for UE to derive monitoring metric, LMF may provide UE necessary data for monitoring.

[bookmark: _Toc162863514][bookmark: _Toc163171448][bookmark: _Toc163171653][bookmark: _Toc163171732][bookmark: _Toc163195786][bookmark: _Toc163195983][bookmark: _Toc163200158][bookmark: _Toc163200465][bookmark: _Toc163200693][bookmark: _Toc163201147][bookmark: _Toc163201286][bookmark: _Toc163201450][bookmark: _Toc163201532][bookmark: _Toc163222501][bookmark: _Toc166192083][bookmark: _Toc166192148][bookmark: _Toc166192229][bookmark: _Toc166192282][bookmark: _Toc166192334][bookmark: _Toc166194153][bookmark: _Toc159231877]For label-free monitoring of UE-side models, for LMF to derive monitoring metric, UE may provide LMF necessary data for monitoring, which may contain:
· [bookmark: _Toc162863515][bookmark: _Toc163171449][bookmark: _Toc163171654][bookmark: _Toc163171733][bookmark: _Toc163195787][bookmark: _Toc163195984][bookmark: _Toc163200159][bookmark: _Toc163200466][bookmark: _Toc163200694][bookmark: _Toc163201148][bookmark: _Toc163201287][bookmark: _Toc163201451][bookmark: _Toc163201533][bookmark: _Toc163222502][bookmark: _Toc166192084][bookmark: _Toc166192149][bookmark: _Toc166192230][bookmark: _Toc166192283][bookmark: _Toc166192335][bookmark: _Toc166194154]statistics of UE measurements (e.g., RSRPP), 
· [bookmark: _Toc159231878][bookmark: _Toc166192085][bookmark: _Toc166192150][bookmark: _Toc166192231][bookmark: _Toc166192284][bookmark: _Toc166192336][bookmark: _Toc166194155][bookmark: _Toc162863516][bookmark: _Toc163171450][bookmark: _Toc163171655][bookmark: _Toc163171734][bookmark: _Toc163195788][bookmark: _Toc163195985][bookmark: _Toc163200160][bookmark: _Toc163200467][bookmark: _Toc163200695][bookmark: _Toc163201149][bookmark: _Toc163201288][bookmark: _Toc163201452][bookmark: _Toc163201534][bookmark: _Toc163222503]standard deviation of UE inference output (e.g., UE location estimation in Case 1). 

Monitoring of LMF-side models
In RAN1#116 the following agreement reached:

	Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 




Considering that the performance monitoring for LMF-side model is up to implementation, it is not expected that the UE/PRU or gNB may assist the responsible NF (to be determined by SA2 WG) on making any monitoring decision. However, it is expected that UE/PRU or gNB may report measurements to be used by the responsible NF (to be determined by SA2) on calculating the monitoring metric.

[bookmark: _Toc163171451][bookmark: _Toc163171656][bookmark: _Toc163171735][bookmark: _Toc163195789][bookmark: _Toc163195986][bookmark: _Toc163200161][bookmark: _Toc163200468][bookmark: _Toc163200696][bookmark: _Toc163201150][bookmark: _Toc163201289][bookmark: _Toc163201453][bookmark: _Toc163201535][bookmark: _Toc163222504][bookmark: _Toc166192086][bookmark: _Toc166192151][bookmark: _Toc166192232][bookmark: _Toc166192285][bookmark: _Toc166192337][bookmark: _Toc166194156]RAN1 to consider only the measurement reporting from UE/PRU or gNB to LMF to assist on the performance monitoring for LMF-side model cases. 

[bookmark: _Toc166192087][bookmark: _Toc166192152][bookmark: _Toc166192233][bookmark: _Toc166192286][bookmark: _Toc166192338][bookmark: _Toc166194157][bookmark: _Toc163171452][bookmark: _Toc163171657][bookmark: _Toc163171736][bookmark: _Toc163195790][bookmark: _Toc163195987][bookmark: _Toc163200162][bookmark: _Toc163200469][bookmark: _Toc163200697][bookmark: _Toc163201151][bookmark: _Toc163201290][bookmark: _Toc163201454][bookmark: _Toc163201536][bookmark: _Toc163222505]RAN1 to consider that whether/what assistance information is sent from UE/PRU or gNB to LMF for performance monitoring of LMF-side model, the final decision on using such assistance is up to the responsible NF (to be determined by SA2). 


[bookmark: _Toc162863443][bookmark: _Toc162863517][bookmark: _Toc163171453][bookmark: _Toc163171658][bookmark: _Toc163171737][bookmark: _Toc163195791][bookmark: _Toc163195988]Data Collection
Regarding data collection, the technical report disclosed in [2] mentions some enhancements for signalling, configuration, and measurement reporting for data collection, e.g., signalling aspects related to assistance information. However, based on the RAN1 scope, the priority must be the discussion on data content and entities involved in the data collection (including data collection for training). In addition, enhancements related to UE data collection for monitoring and inference may be based on legacy positioning measurement and reporting frameworks. 

Further details on the necessary data content for training, data ground truth generation are discussed in the following subsections.

Training data content and quality

The data content of data collection for training purposes must consider that at least the inference input and ground truth labels or their approximation, associated with model inference output, are necessary. 

In the previous sections, we have identified that in Case 1 with direct AI/ML positioning, the inference input can be for example DL RSRPP measurements, which is generated using DL PRS, with any necessary inclusion of additional number of paths, whereas the ground truth labels are associated with the inference output, that consists of UE location coordinates.

[bookmark: _Toc159231883][bookmark: _Toc162863518][bookmark: _Toc163171454][bookmark: _Toc163171659][bookmark: _Toc163171738][bookmark: _Toc163195792][bookmark: _Toc163195989][bookmark: _Toc163200163][bookmark: _Toc163200470][bookmark: _Toc163200698][bookmark: _Toc163201152][bookmark: _Toc163201291][bookmark: _Toc163201455][bookmark: _Toc163201537][bookmark: _Toc163222506][bookmark: _Toc166192088][bookmark: _Toc166192153][bookmark: _Toc166192234][bookmark: _Toc166192287][bookmark: _Toc166192339][bookmark: _Toc166194158][bookmark: _Toc159231884]Necessary data for training consists of at least: i) measurements corresponding to model inference input, e.g., DL RSRPP measurements in Case 1, ii) ground truth (or its approximation) associated with inference output, e.g., UE location coordinates in Case 1.

With respect to quality indicators to improve the model training, in Section 6.4.2.1 of the TR disclosed in [2], the following observation is mentioned: 

	… text omitted ...

For AI/ML based positioning, the positioning accuracy is affected by the training dataset size for a given UE distribution area (or equivalently, sample density in #samples/m2), when the UE is distributed uniformly in training data collection. 
There exists a tradeoff between the training dataset size and the achievable positioning accuracy. The larger the training dataset size (i.e., higher sample density), the smaller the positioning error (in meters), until a saturation point is reached where additional training data does not bring further improvement to the positioning accuracy.

… text omitted ...




Based on this observation, there are two clear aspects that impact on the positioning accuracy, one is the dataset density, and the other is based on the UEs ground truth/labels distribution following a uniform distribution. These dataset quality indicators for training purposes may be considered in the normative work, in this regard, the dataset size may be quantified with the sample density in #samples/ m2 and another metric may quantify the similarity of distribution of the target dataset with the uniform distribution. 

[bookmark: _Toc159231760][bookmark: _Toc159240760][bookmark: _Toc162863444][bookmark: _Toc163201899][bookmark: _Toc163201953][bookmark: _Toc163222369][bookmark: _Toc166192000][bookmark: _Toc166192031]For the necessary data for training in all cases, the positioning accuracy is affected by two factors: the dataset size and the labels (UEs locations) following uniform distribution.
[bookmark: _Toc159231885][bookmark: _Toc162863445][bookmark: _Toc163201900][bookmark: _Toc163201954][bookmark: _Toc163222370][bookmark: _Toc166192001][bookmark: _Toc166192032]The quality of content of the dataset used for training may be based on the sample’s density (#samples/m2) and the distribution similarity of the target dataset with uniform distribution. 

For data collection purposes, it is important to obtain an accurate ground truth (positioning label). In this regard, to reduce the impact of label inaccuracy, the UE may consider proactive action during data collection. Therefore, UE collects samples with high confidence on the obtained ground truth (positioning label). In case of single positioning source for sample labelling, UE may only collect samples with high positioning confidence level. Alternatively, UE may obtain positioning label from multiple sources e.g., non-NR and/or NR RAT-dependent positioning methods. In this case, UE may only collect samples of the position estimations by different consistent sources. To enable the sample evaluation process, a label consistency score can be defined as a label quality indicator. The label consistency score/quality needs to hold the following properties:
a) providing higher score value when positioning estimation(s) has/have higher accuracy,
b) in case of consistency between estimated positions from multiple positioning sources, the score value increases proportional to the number of the consistent positioning sources.

[bookmark: _Toc162863446][bookmark: _Toc163201901][bookmark: _Toc163201955][bookmark: _Toc163222371][bookmark: _Toc166192002][bookmark: _Toc166192033]For ground truth data collection, collecting samples with high positioning label confidence (high label accuracy) ensures reliable positioning accuracy inference and monitoring by UE or LMF.

[bookmark: _Toc162863519][bookmark: _Toc163171455][bookmark: _Toc163171660][bookmark: _Toc163171739][bookmark: _Toc163195793][bookmark: _Toc163195990][bookmark: _Toc163200164][bookmark: _Toc163200471][bookmark: _Toc163200699][bookmark: _Toc163201153][bookmark: _Toc163201292][bookmark: _Toc163201456][bookmark: _Toc163201538][bookmark: _Toc163222507][bookmark: _Toc166192089][bookmark: _Toc166192154][bookmark: _Toc166192235][bookmark: _Toc166192288][bookmark: _Toc166192340][bookmark: _Toc166194159]For ground truth data collection, to assess the quality of ground truth to be used in monitoring, LMF may assist UE for obtaining label consistency score/quality of the positioning estimates from one or multiple positioning sources.

[bookmark: _Toc163171457][bookmark: _Toc163171662][bookmark: _Toc163171741][bookmark: _Toc163195795][bookmark: _Toc163195992][bookmark: _Toc163200166][bookmark: _Toc163200473][bookmark: _Toc163200701][bookmark: _Toc163201155]In the remaining of this section, we focus on aspects related to generation of ground truth including entities, methods, signaling, and procedures to facilitate ground truth generation.

Ground truth source
For Case 1 direct AI/ML positioning, the entity to generate ground truth is at least PRU or UE with known location. In addition, the target UE may also generate its location information based on RAT-independent, non-NR and/or NR RAT-dependent positioning methods, to be used as ground truth (or its approximation). Similarly, PRU, target UE, or other UEs, e.g., UEs surrounding the target UE, may also generate other necessary data e.g., the measurements corresponding to inference input. 

Considering that UEs may possess pre-trained models, some of which have better generalization capabilities than others, including additional complexity. Therefore, those superior UE’s models can be considered to provide satisfying-quality UE-generated labelled data services in cases where PRU-based labelling with ground-truth is unavailable. Beforehand, UE models’ quality must be assessed. Based on UEs’ inference results, network can assess and select top UEs as trusted UEs. Then, such trusted UEs can be requested by network to conduct measurement and generate ground truth information.

[bookmark: _Toc159231889][bookmark: _Toc162863520][bookmark: _Toc163171458][bookmark: _Toc163171663][bookmark: _Toc163171742][bookmark: _Toc163195796][bookmark: _Toc163195993][bookmark: _Toc163200167][bookmark: _Toc163200474][bookmark: _Toc163200702][bookmark: _Toc163201156][bookmark: _Toc163201294][bookmark: _Toc163201458][bookmark: _Toc163201540][bookmark: _Toc163222509][bookmark: _Toc166192090][bookmark: _Toc166192155][bookmark: _Toc166192236][bookmark: _Toc166192289][bookmark: _Toc166192341][bookmark: _Toc166194160]In the absence of a sufficient number of PRUs, RAN1 to consider solutions for UEs (that are not PRUs or the target UE) to generate ground truth, if they satisfy certain criteria (e.g., selection of reliable UEs) defined by the network.


Positioning method selection for ground truth generation
UE may use a variety of methods to generate ground truth such as based on non-NR, NR RAT-dependent, or NR RAT-independent positioning methods. For RAT-dependent methods, LMF needs to be involved as per the legacy positioning framework. To generate a ground truth label (or its approximation) associated with its inference output (UE location estimation), UE may send a positioning request to LMF to get its location information. 

[bookmark: _Toc159231761][bookmark: _Toc159240761][bookmark: _Toc162863447][bookmark: _Toc163201902][bookmark: _Toc163201956][bookmark: _Toc163222372][bookmark: _Toc166192003][bookmark: _Toc166192034]In data collection for monitoring UE-side models, UE may request its location information from LMF to be used as ground truth or its approximation.
Nevertheless, since UE-side models (e.g., Case 1) relies on DL measurements, if LMF utilizes the same DL-based methods to estimate the target UE’s position, which is intended to be used as ground truth generation, then the estimation would not be reliable in case of imperfections, e.g., NLOS links, UE measurement inaccuracy, timing error or estimation errors. Thus, it is important if UE can indicate a suitable method (that is possibly non-DL based method) or LMF determines a suitable method (that is possibly non-DL based method) to generate ground truth for monitoring UE-side models.

[bookmark: _Toc166192004][bookmark: _Toc166192035][bookmark: _Toc163201903][bookmark: _Toc163201957][bookmark: _Toc163222373][bookmark: _Toc159231762][bookmark: _Toc159240762][bookmark: _Toc162863448]For UE-side model, when the ground truth is generated using legacy positioning methods, in case of imperfections, e.g., NLOS, measurement inaccuracies, etc., consider different (or not the same) positioning method compared to positioning method used for inference. 
Similarly, multiple methods can be used to estimate UE’s position, among one of which could be selected according to different criteria, e.g., with respect to confidence of estimation or relative difference between the estimations using different methods (e.g., RAT, non-RAT based etc.). For this, the LMF may indicate UE, positioning method(s) together with necessary criteria to select an estimation to be used as ground truth.

[bookmark: _Toc159231894][bookmark: _Toc162863523][bookmark: _Toc163171460][bookmark: _Toc163171665][bookmark: _Toc163171744][bookmark: _Toc163195798][bookmark: _Toc163195995][bookmark: _Toc163200169][bookmark: _Toc163200476][bookmark: _Toc163200704][bookmark: _Toc163201158][bookmark: _Toc163201296][bookmark: _Toc163201460][bookmark: _Toc163201542][bookmark: _Toc163222511][bookmark: _Toc166192091][bookmark: _Toc166192156][bookmark: _Toc166192237][bookmark: _Toc166192290][bookmark: _Toc166192342][bookmark: _Toc166194161]In data collection for ground truth generation by the target UE for UE-side models, LMF may indicate UE positioning method(s) (e.g., non-NR and/or NR RAT-dependent and/or NR RAT-independent) with necessary criteria (e.g., required confidence value) for an estimation to be used as ground truth.

PRU selection for ground truth generation
Selection of a PRU for generating ground truth (i.e., the location estimate) and other data (i.e., measurements corresponding to model input) for a certain target UE is a challenging problem. Although being close to the PRU, the target UE may experience different channel/ propagation/ measurement characteristics (e.g., LOS/NLOS profiles) compared to the PRU. Moreover, a PRU and a target UE may have different measurement capabilities which render the PRU measurements improper to be used for estimating the location of target UE. As another example, PRU and target UE may experience dissimilar timing related errors such as timing error group (TEG) profiles. It follows from the above that the relative location of a PRU with respect to the UE itself is not sufficient for selecting this PRU for generating ground truth and other data for the target UE. 

For the target UE to collect necessary information and assess whether a PRU can generate similar measurements as target UE, the LMF may provide assistance to UEs selecting suitable PRUs for ground truth and other data generation. In addition, LMF may provide positioning measurements collected from various PRUs, e.g., closest PRUs around the target UE that have similar capabilities as target UE, together with any conditions to assess the similarity between these measurements and target UE’s measurements such as a threshold for a predetermined similarity score.

[bookmark: _Toc159231763][bookmark: _Toc159240763][bookmark: _Toc162863449][bookmark: _Toc163201906][bookmark: _Toc163201960][bookmark: _Toc163222374][bookmark: _Toc166192005][bookmark: _Toc166192036]Selection of a PRU for ground truth or other data generation for a specific target UE is not trivial, e.g., due to different channel measurements that might be observed by PRU and target UE even if they are in proximity.

[bookmark: _Toc159231895][bookmark: _Toc162863524][bookmark: _Toc163171467][bookmark: _Toc163171672][bookmark: _Toc163171751][bookmark: _Toc163195805][bookmark: _Toc163196002][bookmark: _Toc163200176][bookmark: _Toc163200483][bookmark: _Toc163200711][bookmark: _Toc163201165][bookmark: _Toc163201303][bookmark: _Toc163201465][bookmark: _Toc163201547][bookmark: _Toc163222512][bookmark: _Toc166192092][bookmark: _Toc166192157][bookmark: _Toc166192238][bookmark: _Toc166192291][bookmark: _Toc166192343][bookmark: _Toc166194162]For data collection (UE-side models), LMF may provide target UE measurements collected from different PRUs along with a similarity context (e.g., threshold for a predetermined similarity score) to assist selecting a suitable PRU.


Reducing signaling overhead for data collection
In this section, we will discuss two alternatives for reducing the signaling overhead involved in the data collection. Note that the data collection refers to both training/inference/monitoring. These alternatives are:
1) Window based approach.
2) Differential quantization approach.

Window based approach  
For LMF-side model (Case 2b, Case 3b) one crucial aspect is how the UE/gNB reports the measurement to the LMF while avoiding overhead. In this regard, due to clustered nature of the dominant taps, the overhead can further be reduced by choosing multiple windows. By doing so, the overhead is reduced significantly compared to the existing schemes. Furthermore, the power information observed over each window may be estimated if needed to determine which cluster has the dominant component. Details of the reporting are disclosed in Section 5.5.1 of [5].

[bookmark: _Toc162863526][bookmark: _Toc163201907][bookmark: _Toc163201961][bookmark: _Toc163222375][bookmark: _Toc166192006][bookmark: _Toc166192037]To reduce the overhead involved in data collection for Case 2b/3b (LMF-side), LMF provides the UL measurement reporting configurations to UE/gNB, containing window size list and maximum number of windows.
[bookmark: _Toc162863527][bookmark: _Toc163171469][bookmark: _Toc163171674][bookmark: _Toc163171753][bookmark: _Toc163195807][bookmark: _Toc163196004][bookmark: _Toc163200178][bookmark: _Toc163200485][bookmark: _Toc163200713][bookmark: _Toc163201167][bookmark: _Toc163201305][bookmark: _Toc163201467][bookmark: _Toc163201549][bookmark: _Toc163222513][bookmark: _Toc166192093][bookmark: _Toc166192158][bookmark: _Toc166192239][bookmark: _Toc166192292][bookmark: _Toc166192344][bookmark: _Toc166194163]For the data collection of Case 2b/3b (LMF-side), for inference input, depending on the channel observation, UE/gNB can determine/select the required reporting configuration to enable the reporting windowing scheme without compromising the DL/UL measurements content.  

Differential quantization approach
For any data collection purposes, LMF may ask UE of gNB to report radio measurements. In this case, several options can be considered for reporting the positioning measurement signals. One alternative is the differential quantization, which is detailed in Section 5.5.2 of [5].
 

[bookmark: _Toc162863450][bookmark: _Toc163201908][bookmark: _Toc163201962][bookmark: _Toc163222376][bookmark: _Toc166192007][bookmark: _Toc166192038]For LMF-side inference and to assist UE-side monitoring, the legacy RSRPP signaling report may be complemented with differential quantization scheme to deliver additional up to 50 PDP samples in the time domain.
[bookmark: _Toc162863531][bookmark: _Toc163171470][bookmark: _Toc163171675][bookmark: _Toc163171754][bookmark: _Toc163195808][bookmark: _Toc163196005][bookmark: _Toc163200179][bookmark: _Toc163200486][bookmark: _Toc163200714][bookmark: _Toc163201168][bookmark: _Toc163201306][bookmark: _Toc163201468][bookmark: _Toc163201550][bookmark: _Toc163222514][bookmark: _Toc166192094][bookmark: _Toc166192159][bookmark: _Toc166192240][bookmark: _Toc166192293][bookmark: _Toc166192345][bookmark: _Toc166194164]For LMF-side inference (e.g., Case 2b) and to assist UE-side monitoring (e.g., Case 1), to reduce the signaling overhead of reporting measurements from UE to LMF, UE may use a reporting scheme based on differential quantization.

[bookmark: _Toc162863532][bookmark: _Toc163171471][bookmark: _Toc163171676][bookmark: _Toc163171755][bookmark: _Toc163195809][bookmark: _Toc163196006][bookmark: _Toc163200180][bookmark: _Toc163200487][bookmark: _Toc163200715][bookmark: _Toc163201169][bookmark: _Toc163201307][bookmark: _Toc163201469][bookmark: _Toc163201551][bookmark: _Toc163222515][bookmark: _Toc166192095][bookmark: _Toc166192160][bookmark: _Toc166192241][bookmark: _Toc166192294][bookmark: _Toc166192346][bookmark: _Toc166194165]For LMF-side inference (e.g., Case 2b) and to assist UE-side monitoring (e.g., Case 1), the LMF may configure UE to report measurements using differential quantization report indicating at least the number of RSRPP messages for carrying the measurement report.


[bookmark: _Toc162863451][bookmark: _Toc162863533][bookmark: _Toc163171472][bookmark: _Toc163171677][bookmark: _Toc163171756][bookmark: _Toc163195810][bookmark: _Toc163196007]Ensuring consistent between training and inference 
One of the objectives of the WI is to specify methods to ensure consistency between training and inference: 

	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· …
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases



As a complement, in the TR 38.843, the following text captures some related discussions on additional conditions for positioning use case.  

	AI/ML functionality and model identification:
-	Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
-	Model capability, e.g., positioning accuracy quality and model inference latency.
-	Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information.
-	Note: the above-mentioned examples and terms “validity conditions”, “model capability”, and “Conditions and requirements” can be referred to the conditions and additional conditions discussed in the context of the model identification and functionality identification in clause 4.2.



The additional conditions (as described in [2] section 4.2.3) refer to the aspects that are used during training, however, they are not part of UE or network capability for the AI/ML-enabled feature/FG. In the study item of AI/ML positioning, there was not any discussion on specific NW-side additional conditions or similar. However, several generalization scenarios were considered in evaluations. Some scenarios were defined by specific channel characteristics or imperfections. In other words, no NW-side additional condition detail was explicitly disclosed in [2] for AI/ML positioning. 

In general, as mentioned in the above TR text, additional conditions also related to the discussions on “validity conditions”, “model capability”, and “conditions and requirements”. However, exact details were not defined in RAN1. At some point, any aspect that is not part of UE-capability report can be considered as an additional condition. In some cases, companies refer that it is also related to datasets information used for training. 

As mentioned before, RAN1 considered some generalization related evaluations in Rel-18, where it was verified in [2] that those specific evaluations achieved low generalization performance. For instance, the clutter density in one specific indoor scenario has a direct effect in the rate of LoS/NLoS links collected in one specific dataset for training purposes. Thus, it is expected that areas with specific channel characteristics may be mapped in datasets for AI/ML positioning as additional conditions. 
	
[bookmark: _Toc163201909][bookmark: _Toc163201963][bookmark: _Toc163222377][bookmark: _Toc166192008][bookmark: _Toc166192039]Additional conditions related to the positioning use case may consider specific aspects corresponding to specific channel characteristics, areas/sites, specific signal distortions, rare events, set of channel characteristics (e.g., LoS/NLoS rate).
To ensure consistency between training and inference, the data collection at the UE may follow specific data categorization based on a unique global identifier which is composed by:
· the global cell ID (GCI), which is already available in the legacy specification, and 
· a specific NW-identifier(s) or network-identifier(s) for PRS configurations. This is referred by associated-ID in AI 9.1.3.3

Overall, the network-identifiers shall consider most of these aspects, in addition it must be capable of representing set of NW-additional conditions that is applicable in the training phase (e.g., data collection based on PRS configurations) and refer to the same identifiers in the inference phase (when the corresponding NW assumptions are matching with the NW-side additional conditions). Here, the network-identifier(s) are unique identifiers for specific network vendor, which may be used to implicitly differentiate same or different set of NW-additional conditions applicable for AI/ML positioning.

[bookmark: _Toc163201910][bookmark: _Toc163201964][bookmark: _Toc163201911][bookmark: _Toc163201965][bookmark: _Toc163222378][bookmark: _Toc166192009][bookmark: _Toc166192040]The global cell ID (GCI), already available in the legacy specification may be reused to assist the consistency between training and inference for AI/ML positioning.
[bookmark: _Toc163201912][bookmark: _Toc163201966][bookmark: _Toc163222379][bookmark: _Toc166192010][bookmark: _Toc166192041]The network-identifier(s) (associated ID) are a set of identifiers exclusive to a network vendor.
[bookmark: _Toc163201913][bookmark: _Toc163201967][bookmark: _Toc163222380][bookmark: _Toc166192011][bookmark: _Toc166192042][bookmark: _Toc163201914][bookmark: _Toc163201968][bookmark: _Toc163201915][bookmark: _Toc163201969][bookmark: _Toc163201916][bookmark: _Toc163201970][bookmark: _Toc163201917][bookmark: _Toc163201971][bookmark: _Toc163201918][bookmark: _Toc163201972][bookmark: _Toc163201919][bookmark: _Toc163201973][bookmark: _Toc163201920][bookmark: _Toc163201974][bookmark: _Toc163201921][bookmark: _Toc163201975][bookmark: _Toc163201922][bookmark: _Toc163201976][bookmark: _Toc163201923][bookmark: _Toc163201977][bookmark: _Toc163201924][bookmark: _Toc163201978][bookmark: _Toc163201925][bookmark: _Toc163201979][bookmark: _Toc163201926][bookmark: _Toc163201980][bookmark: _Toc163201936][bookmark: _Toc163201990][bookmark: _Toc163201937][bookmark: _Toc163201991]During inference stage, the GCI(s) and available NW-identifier(s) (associated ID) for PRS configurations shall be included in the configuration, which are used by the UE to identify the applicable models for inference.
[bookmark: _Toc163171473][bookmark: _Toc163171678][bookmark: _Toc163171757][bookmark: _Toc163195811][bookmark: _Toc163196008][bookmark: _Toc163200181][bookmark: _Toc163200488][bookmark: _Toc163200716][bookmark: _Toc163201170][bookmark: _Toc163201308][bookmark: _Toc163201470][bookmark: _Toc163201552][bookmark: _Toc163222516][bookmark: _Toc166192096][bookmark: _Toc166192161][bookmark: _Toc166192242][bookmark: _Toc166192295][bookmark: _Toc166192347][bookmark: _Toc166194166]For UE-side models, to ensure consistency between training and inference related to NW-additional conditions, a PRS configuration configured for data collection (training) or inference shall be associated with a global cell identity (GCI) and a network-identifier (associated ID). FFS: details of network identifier (associated ID).  

As an alternative solution, RAN1 may consider other methods such as defining “context scenarios” for the inference operation, where context scenario may provide some high-level information or requirements related to the datasets used for training (in other words, high level info about NW additional conditions). This sort of information may be exchanged between the LMF and the UE prior to the inference. As UE-sided models are selected by the UE, the LMF may assist indicating the specific context scenario for the inference. Overall, how to map NW-additional conditions to some sort of high-level information that consider as context scenario is required to be defined to enable this sort of scheme. For UE-side models, specific context scenarios based on areas with specific channel characteristics may be mapped to fixed geographical information as TRPs transmitting DL PRS during inference.

[bookmark: _Toc163171474][bookmark: _Toc163171679][bookmark: _Toc163171758][bookmark: _Toc163195812][bookmark: _Toc163196009][bookmark: _Toc163200182][bookmark: _Toc163200489][bookmark: _Toc163200717][bookmark: _Toc163201171][bookmark: _Toc163201309][bookmark: _Toc163201471][bookmark: _Toc163201553][bookmark: _Toc163222517][bookmark: _Toc166192097][bookmark: _Toc166192162][bookmark: _Toc166192243][bookmark: _Toc166192296][bookmark: _Toc166192348][bookmark: _Toc166194167]For UE-side models, to ensure consistency between training and inference related to NW-additional conditions, RAN1 to study the possibility defining a context scenario which represent NW-additional conditions as high level information. 

[bookmark: _Toc162863455][bookmark: _Toc162863542][bookmark: _Toc163171475][bookmark: _Toc163171680][bookmark: _Toc163171759][bookmark: _Toc163195813][bookmark: _Toc163196010]Functionality Framework 
The aim of the functionality framework (as described in [2] section 4.4) is to cover a general functional architecture addressing functionality-based LCM.

To discuss aspects on functionality-based LCM and its relation to positioning feature and UE’s capabilities, two generic examples of positioning features that involve Case 1 positioning are listed in Table 2. 

[bookmark: _Ref159196752]Table 2 - Example of positioning features for Case 1 direct AI/ML positioning.
	Positioning feature examples
	Description

	Direct AI/ML positioning with UE-side model using RSRPP measurements. 
(AIML_direct_DL_RSRPP_ UEside) 
	the fingerprint position is estimated by the UE-side model when the inference input is RSRPP (Case 1 AI/ML). 

	Direct AI/ML positioning with UE-side model using RSRPP measurements and NW-side monitoring assistance capabilities.
(AIML_direct_DL_RSRPP_ UEside_NWsideMonitoring).
	The fingerprint position is estimated by the UE-side model when the input is RSRPP (Case 1 AI/ML). In addition, the UE has capabilities to assist NW in doing performance monitoring. 



A positioning feature can be thought as a positioning method defined in legacy NR positioning framework. Then, the reporting of UE conditions may be viewed as UE capability report. Hence, the legacy framework with the LPP protocol specified in [5] may be reused for functionality-based LCM purposes. Furthermore, the legacy framework can be used to enable performance monitoring of functionalities since the framework already offers e.g. position estimate and/or measurement report for different positioning methods from UE to LMF over LPP protocol. However, to exploit LPP protocol, new positioning methods based on AI/ML and new reporting IEs may need to be introduced. 

[bookmark: _Toc159231767][bookmark: _Toc159240768][bookmark: _Toc162863456][bookmark: _Toc163201938][bookmark: _Toc163201992][bookmark: _Toc163222381][bookmark: _Toc166192012][bookmark: _Toc166192043]A positioning feature corresponds to a positioning method defined in legacy NR positioning framework. Hence, legacy framework with LPP protocol for e.g., capability reporting, measurement reporting can be exploited for functionality-based LCM purposes.

To support a positioning feature based on UE-side models, a certain set of background conditions must be supported at the UE. Here, the condition may capture a UE capability in supporting an AI/ML operation to enable the positioning feature.

Note that, as captured in [2], a functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 

A functionality in positioning use cases can be viewed as a configuration of a set of UE conditions to enable a positioning feature. Hence, a specific functionality is characterized by a set of specific UE conditions and the parameter values of the conditions. Examples of UE conditions include supported number of consecutive time domain samples of RSRPP for input parameter (Nt), supported number of TRPs (N_TRP), supported set conditions for measured DL PRS. Note that a specific positioning feature listed in Table 5 can be realized by several functionalities where each functionality is configured to utilize certain combination of UE conditions (in-turn UE capabilities). Furthermore, to avoid ambiguity, as reference purposes, Table 3 lists an example which show relation between features, functionalities, and UE conditions.

[bookmark: _Ref159197607]Table 3 – Example of specific functionality characterized by a set of specific UE conditions and associated parameter values of the condition that realizes an AI/ML-enabled positioning feature.
	Feature:  AI/ML_direct_DL_RSRPP_UEside 
Functionality 1-01 : N’t = 64 only, N_TRP = 12 only 
Functionality 1-02: Nt = 128 only , N_TRP = 1,…,18 only 
Functionality 1-03: …. 
Functionality 1-04: …. 
 
Note: The parameter values in UE conditions used to distinguish functionalities are used only for illustrative purposes in the example. 




[bookmark: _Toc142650377][bookmark: _Toc142655694][bookmark: _Toc142655759][bookmark: _Toc142655886][bookmark: _Toc142656721][bookmark: _Toc142657039][bookmark: _Toc142657149][bookmark: _Toc142657240]Signaling and procedures supporting functionalities

Some practicalities on managing the set of functionalities defined for one specific UE or UEs may report dynamic/online information to the LMF which may impact on the functionality setting. However, to avoid additional specification impact, no reconfiguration is expected after the functionality was set by the LMF.  

[bookmark: _Toc159231768][bookmark: _Toc159240769][bookmark: _Toc162863457][bookmark: _Toc163201939][bookmark: _Toc163201993][bookmark: _Toc163222382][bookmark: _Toc166192013][bookmark: _Toc166192044]For UE-sided models, no reconfiguration is expected on any functionality based on the preferred dynamic/online indications coming from the UE.
In cases where the UE is deriving the monitoring metric, one important assumption should be considered in terms of the Functionality. Here, the UE may not be allowed to change/modify the functionality. Having LMF to take the functionality decision is more reasonable as compared to UE because 1) network has much better knowledge of the entities involved in functionality setting/monitoring, 2) Autonomously change of functionality at the UE may degrade the positioning performance and also leads to waste the UE resources, 3) Network has better understanding of available resources (time/frequency) and spatial distributions of UEs,  4) In the legacy approach network decides the positioning methods, in similar fashion we can leverage existing positioning framework for functionality decision driven by network.    

[bookmark: _Toc159231872][bookmark: _Toc162863549][bookmark: _Toc163171482][bookmark: _Toc163171687][bookmark: _Toc163171766][bookmark: _Toc163195820][bookmark: _Toc163196017][bookmark: _Toc163200189][bookmark: _Toc163200496][bookmark: _Toc163200724][bookmark: _Toc163201178][bookmark: _Toc163201316][bookmark: _Toc163201478][bookmark: _Toc163201560][bookmark: _Toc163222519][bookmark: _Toc166192099][bookmark: _Toc166192164][bookmark: _Toc166192245][bookmark: _Toc166192298][bookmark: _Toc166192350][bookmark: _Toc166194168]For all use cases (e.g., Cases 1, 3a, 3b) LMF is the only entity to determine functionality decision (e.g., functionality switching, selection, (de)activation, fallback) based on monitoring outcome.

AI/ML aided positioning round-trip methods 
During the study item, it has been observed that the AI/ML positioning model exhibits various degree of robustness w.r.t. the magnitude of the synchronization error. When the synchronization error is variable – the typical case with the UE being synchronized only to its own gNB and not to all TRPs, the AIML model needs to be to dynamically compensate for changes in said error and this may result in more complex models, which need considerably more training data to use. To counteract such effects, legacy positioning introduced time-difference of arrival and round-trip methods. To enable the former method in AI/ML positioning, the LMF needs to coordinate the training data collection between the UE and the gNB, since a single training sample has now multiple sources.

[bookmark: _Toc159231774][bookmark: _Toc159240775][bookmark: _Toc166192014][bookmark: _Toc166192045][bookmark: _Toc162863459][bookmark: _Toc163201568][bookmark: _Toc163201940][bookmark: _Toc163201994][bookmark: _Toc163222383]To cope with synchronization errors, legacy round-trip methods may be reused in AI/ML positioning and to that end, new measurements may need to be defined to ensure collection of coherent measurements from the UE and the gNB. 
[bookmark: _Toc166192015]There are variant of applying multi-RTT using AI/ML, however, it may require additional specification effort. Thus, if multi-RTT is to be considered in the specification, it must be limited to the legacy including some additional assistance data reporting between involved entities. 

[bookmark: _Toc166192100][bookmark: _Toc166192165][bookmark: _Toc166192246][bookmark: _Toc166192299][bookmark: _Toc166192351][bookmark: _Toc166194169]The AIML multi-RTT positioning method may be built on top of legacy multi-RTT positioning by including at least new assistance data sent by the LMF to the UE/gNB to coordinate the deployment and usage of AIML RTT functionalities. 

[bookmark: _Toc159231775][bookmark: _Toc159231934][bookmark: _Toc159240776][bookmark: _Toc162863460][bookmark: _Toc162863552][bookmark: _Toc163171485][bookmark: _Toc163171690][bookmark: _Toc163171769][bookmark: _Toc163195823][bookmark: _Toc163196020]Conclusion
In this contribution, we discuss details of AI/ML for positioning enhancement use case and have the following observations and proposals:

Observations
Observation 1: The measurements used for inference input across all use cases need to be aligned and specified, e.g., UE should report to LMF the same type of measurements used for inference and performance monitoring.
Observation 2: The path-based representation and sample-based representation have similarities in the first implementation steps.
Observation 3: Inconsistency between training and inference may not be used as argument to discriminate path-based and sample-based.
Observation 4: The simulation performance and overhead analysis has scenarios that may be favorable to sample-based representation in some cases and favorable to path-based representation.
Observation 5: For inference input, according to the observations from Rel-18 Study item, no clear improvement in positioning accuracy is observed for reporting additional phase measurement (e.g., CIR) as compared to PDP. Furthermore, CIR reporting increase the overhead as compared to PDP while no-significant improvement in positioning accuracy.
Observation 6: In Case 1 direct AI/ML positioning, the inference output is the estimated target UE location.
Observation 7: Ground truth label (or its approximation) for direct AI/ML positioning (e.g., Case 1) consists of location coordinates.
Observation 8: For monitoring UE-side models, in addition to UE, LMF may also derive the performance metric.
Observation 9: For the necessary data for training in all cases, the positioning accuracy is affected by two factors: the dataset size and the labels (UEs locations) following uniform distribution.
Observation 10: The quality of content of the dataset used for training may be based on the sample’s density (#samples/m2) and the distribution similarity of the target dataset with uniform distribution.
Observation 11: For ground truth data collection, collecting samples with high positioning label confidence (high label accuracy) ensures reliable positioning accuracy inference and monitoring by UE or LMF.
Observation 12: In data collection for monitoring UE-side models, UE may request its location information from LMF to be used as ground truth or its approximation.
Observation 13: For UE-side model, when the ground truth is generated using legacy positioning methods, in case of imperfections, e.g., NLOS, measurement inaccuracies, etc., consider different (or not the same) positioning method compared to positioning method used for nference.
Observation 14: Selection of a PRU for ground truth or other data generation for a specific target UE is not trivial, e.g., due to different channel measurements that might be observed by PRU and target UE even if they are in proximity.
Observation 15: To reduce the overhead involved in data collection for Case 2b/3b (LMF-side), LMF provides the UL measurement reporting configurations to UE/gNB, containing window size list and maximum number of windows.
Observation 16: For LMF-side inference and to assist UE-side monitoring, the legacy RSRPP signaling report may be complemented with differential quantization scheme to deliver additional up to 50 PDP samples in the time domain.
Observation 17: Additional conditions related to the positioning use case may consider specific aspects corresponding to specific channel characteristics, areas/sites, specific signal distortions, rare events, set of channel characteristics (e.g., LoS/NLoS rate).
Observation 18: The global cell ID (GCI), already available in the legacy specification may be reused to assist the consistency between training and inference for AI/ML positioning.
Observation 19: The network-identifier(s) (associated ID) are a set of identifiers exclusive to a network vendor.
Observation 20: During inference stage, the GCI(s) and available NW-identifier(s) (associated ID) for PRS configurations shall be included in the configuration, which are used by the UE to identify the applicable models for inference.
Observation 21: A positioning feature corresponds to a positioning method defined in legacy NR positioning framework. Hence, legacy framework with LPP protocol for e.g., capability reporting, measurement reporting can be exploited for functionality-based LCM purposes.
Observation 22: For UE-sided models, no reconfiguration is expected on any functionality based on the preferred dynamic/online indications coming from the UE.
Observation 23: To cope with synchronization errors, legacy round-trip methods may be reused in AI/ML positioning and to that end, new measurements may need to be defined to ensure collection of coherent measurements from the UE and the gNB.


Proposals
Proposal 1: RAN1 to prioritize the discussion on monitoring aspects before to do agreements on inference input.
Proposal 2: RAN1 to consider path-based and sample-based representation for AI/ML positioning cases.
Proposal 3: RAN1 to consider at least the following measurements corresponding to inference input:
	for UE-side models, DL RSRPP as per its existing definition in the specifications (TS 38.214)
	for gNB-side models (Case 3a), UL RSRPP as per its existing definition in the specifications.
	for NG-RAN assisted LMF-side models (Case 3b) and for UE-assisted LMF-side models (Case 2b), UL RSRPP measurements and DL RSRPP measurements, respectively, as per existing legacy specifications.
	FFS to include reporting of additional number of paths for DL-RSRPP and UL-RSRPP (e.g., to achieve desired positioning performance).
Proposal 4: If RAN1 considers introducing legacy RSCP/RSCPD as inference input for AI/ML positioning, the LoS determination and integer ambiguity needs to be studied.
Proposal 5: CIR is not supported for inference input when the model running at the LMF-side, gNB-side or UE-side cases.
Proposal 6: In Case 3a, gNB reports its inference output per TRP as in legacy approach.
Proposal 7: No RAN1 specification impact is expected for inference output of LMF-side models (Case 3b and Case 2b).
Proposal 8: Inference of UE-side models may be requested by LMF via LPP Request Location Information. In response, UE reports its inference output to LMF via LPP Provide Location Information.
Proposal 9: For AI/ML based positioning Case 2b (using DL measurement) the reference time is based on the legacy reference time.
Proposal 10: In Case 3a, the target UE is configured with UL SRS by its serving gNB, whose characteristics are determined by LMF, as in legacy UL positioning.
Proposal 11: For Case 2b/3b (LMF side model), for inference LMF may request:
	reporting of UL measurements from gNB in Case 3b via NRPPa, and
	reporting of DL measurements from UE in Case 2b via LPP.
Proposal 12: Performance metric based on ground truth label (or its approximation) is defined as the statistical difference (e.g., MSE) between ground truth label and inference output, where measurements associated with ground truth information can be used as inference input.
Proposal 13: Necessary data for performance monitoring with ground truth label (or its approximation) consists of at least: i) ground truth (or its approximation), e.g., collected from PRU or target UE; ii) measurements corresponding to inference input, e.g., measurements collected from PRU; and iii) inference output, e.g., UE location estimation.
Proposal 14: For UE/gNB-side models, label-free monitoring may consist of:
	confidence level associated with model inference output, e.g., UE location estimate,
	statistics of measurement(s) compared to the statistics of measurements in the training data set,
	standard deviation as monitoring metric based on the historical/buffered inference output.
Proposal 15: For UE-side models, necessary data for label-free monitoring consists of i) statistics of the measurements corresponding to inference input, i.e., RSRPP measurements; ii) historical/buffered inference output (UE location); and iii) characteristics (e.g., statistics) of training data.
Proposal 16: For monitoring LOS/NLOS classification, LMF may assist UE and gNB by evaluating their channel classification parameters, e.g., channel features used for classification.
Proposal 17: RAN1 to study relevant aspects as entities and data content of label-free monitoring at least for first priority cases.
Proposal 18: For monitoring UE-side models, LMF may request UE to derive a performance monitoring metric, and UE reports the derived performance metric to LMF.
Proposal 19: To RAN1 defer Option A-4 from discussion and support other remaining options (Option A and Option B) for performance monitoring.
Proposal 20: For Case 3a, RAN1 indicates the following potential candidates to perform monitoring metric calculation: NG-RAN and LMF. Further details of monitoring is out of the scope of RAN1 WG.
Proposal 21: RAN1 to delay the discussion on any aspect related to performance monitoring for Case 2b and Case 3b.
Proposal 22: For label-based monitoring of UE-side model, for UE to derive monitoring metric, support Option A-3: LMF provides the UE necessary data for monitoring over LPP which contains measurements (e.g., measurements (e.g., RSRPP) collected from PRU(s)) and associated ground truth (e.g., PRU location) including quality indicators. In addition, target UE computes the monitoring metric internally and provides it to the LMF if requested to do so.
Proposal 23: For label-based monitoring of UE-side model, for LMF to derive monitoring metric, support Option B-2: PRU(s) provides measurements (e.g., RSRPP) to LMF. LMF provides measurements collected from PRU(s) to the UE. UE reports inference output, based on measurements collected from PRU(s), to LMF. LMF compares the UE inference output with PRU ground truth labels associated with these measurements to calculate monitoring metric.
Proposal 24: For label-free monitoring of UE-side models, for UE to derive monitoring metric, LMF may provide UE necessary data for monitoring.
Proposal 25: For label-free monitoring of UE-side models, for LMF to derive monitoring metric, UE may provide LMF necessary data for monitoring, which may contain:
	statistics of UE measurements (e.g., RSRPP),
	standard deviation of UE inference output (e.g., UE location estimation in Case 1).
Proposal 26: RAN1 to consider only the measurement reporting from UE/PRU or gNB to LMF to assist on the performance monitoring for LMF-side model cases.
Proposal 27: RAN1 to consider that whether/what assistance information is sent from UE/PRU or gNB to LMF for performance monitoring of LMF-side model, the final decision on using such assistance is up to the responsible NF (to be determined by SA2).
Proposal 28: Necessary data for training consists of at least: i) measurements corresponding to model inference input, e.g., DL RSRPP measurements in Case 1, ii) ground truth (or its approximation) associated with inference output, e.g., UE location coordinates in Case 1.
Proposal 29: For ground truth data collection, to assess the quality of ground truth to be used in monitoring, LMF may assist UE for obtaining label consistency score/quality of the positioning estimates from one or multiple positioning sources.
Proposal 30: In the absence of a sufficient number of PRUs, RAN1 to consider solutions for UEs (that are not PRUs or the target UE) to generate ground truth, if they satisfy certain criteria (e.g., selection of reliable UEs) defined by the network.
Proposal 31: In data collection for ground truth generation by the target UE for UE-side models, LMF may indicate UE positioning method(s) (e.g., non-NR and/or NR RAT-dependent and/or NR RAT-independent) with necessary criteria (e.g., required confidence value) for an estimation to be used as ground truth.
Proposal 32: For data collection (UE-side models), LMF may provide target UE measurements collected from different PRUs along with a similarity context (e.g., threshold for a predetermined similarity score) to assist selecting a suitable PRU.
Proposal 33: For the data collection of Case 2b/3b (LMF-side), for inference input, depending on the channel observation, UE/gNB can determine/select the required reporting configuration to enable the reporting windowing scheme without compromising the DL/UL measurements content.
Proposal 34: For LMF-side inference (e.g., Case 2b) and to assist UE-side monitoring (e.g., Case 1), to reduce the signaling overhead of reporting measurements from UE to LMF, UE may use a reporting scheme based on differential quantization.
Proposal 35: For LMF-side inference (e.g., Case 2b) and to assist UE-side monitoring (e.g., Case 1), the LMF may configure UE to report measurements using differential quantization report indicating at least the number of RSRPP messages for carrying the measurement report.
Proposal 36: For UE-side models, to ensure consistency between training and inference related to NW-additional conditions, a PRS configuration configured for data collection (training) or inference shall be associated with a global cell identity (GCI) and a network-ientifier (associated ID). FFS: details of network identifier (associated ID).
Proposal 37: For UE-side models, to ensure consistency between training and inference related to NW-additional conditions, RAN1 to study the possibility defining a context scenario which represent NW-additional conditions as high level information.
Proposal 38: For all use cases (e.g., Cases 1, 3a, 3b) LMF is the only entity to determine functionality decision (e.g., functionality switching, selection, (de)activation, fallback) based on monitoring outcome.
Proposal 39: The AIML multi-RTT positioning method may be built on top of legacy multi-RTT positioning by including at least new assistance data sent by the LMF to the UE/gNB to coordinate the deployment and usage of AIML RTT functionalities.
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[bookmark: _Toc163171487][bookmark: _Toc163171692][bookmark: _Toc163171771][bookmark: _Toc163195825][bookmark: _Toc163196022]Appendix A
The agreements reached on the agenda item 9.1.2 related to AI/ML for Positioning Accuracy Enhancement are indicated in each 3GPP RAN1 meeting.
Agreements reached in 3GPP RAN1#116 meeting
	Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.





Agreements reached in 3GPP RAN1#116-bis meeting
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 

Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.


Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.

Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.


Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.


Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 


Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation

Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.
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