
3GPP TSG RAN WG1 #117                                                   	 R1-2404881
Fukuoka City, Fukuoka, Japan, May 20th – 24th, 2024

Source:	OPPO
Title:	Additional study on other aspects of AI/ML model and data
Agenda Item:	9.1.3.3
Document for:	Discussion

Introduction
In RAN1#116 and RAN1#116-bis meetings, the following agreements were achieved for Rel-19 AI/ML for air interface: 
Agreement
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Note: Other example use cases are not precluded.
· Note: Offline model identification may be applicable for some of the above example use cases
Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases.
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion.

Conclusion
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.

Conclusion
RAN1 has no consensus to reply the SA5 LS (R1-2400035).

Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network
Conclusion
· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression
· Option 1: Fully standardized reference model (structure + parameters)
Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.
In this paper, we will discuss the areas and elaborate our views on these issues.
Discussions
Model identification and LCM
Necessity of model ID-based operation in the LCM
Answering the necessity of model identification, the question we first need to answer is whether model ID-based operation is needed in the AI/ML LCM.
[bookmark: _GoBack]In the Rel-18 study, one controversial issue is whether to support both functionality-based LCM and model ID-based LCM. Some companies may propose to only support functionality-based LCM, while deprioritize the study for model ID-based LCM. The consideration may be that all AI/ML operations requiring NW-UE aligned understanding is covered by functionality-based LCM. The finer model activation/switching can be realized with NW and UE implementation without requiring aligned understanding. Only two-sided model requires model ID-based LCM. One-side model does not require model ID-based LCM. However, this proposal assumes that each AI/ML model requiring a NW-UE aligned understanding has a 1-to-1 mapping to an AI/ML functionality. 
In Rel-18 study, it was agreed that:
Agreement
Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
We support the intention of this agreement, which is to design a unified LCM providing both Functionality and Model-ID operations. 
We think the AI/ML functionality can be defined with a similar granularity to legacy UE Feature/FG, which from our perspective, is too coarse to support scenario-dependent AI/ML models. If only one model is used for each Feature/FG, the model must have a very good generalization performance. At least for some use cases, using multiple AI/ML models for different scenarios/sites is inevitable. 
Even if the legacy Feature/FG can be refined to realize the 1-to-1 mapping to each AI/ML model, the scenarios/configurations/sites for different models are not be easily described in the Feature/FG description. The scenarios/configurations/sites may be implementation details which is not suitable to be specified in the Feature/FG description. For example, an operator may have a large number of gNBs, resulting in a long list of cell IDs which cannot be reported in a UE capability report. UE capability is a quite static report, which is mainly used during the initial access procedure, not for frequent updates. 
Hence the small-granularity configurations, e.g., scenarios/configurations/sites should be described in the additional conditions, which are not a part of UE capability for the AI/ML-enabled feature/FG, as agreed in In RAN1#114-bis:
Agreement
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Under an AI/ML functionality, after the additional conditions are identified for training a model, the additional conditions can be expressed by the ID of the model, or an equivalent ID although it is not called Model ID. Then in the inference procedure, gNB can indicate the ID (e.g. named Model ID or some other name) to activate/select the model corresponding to the additional conditions.
Proposal 1: Support a unified LCM providing both functionality-based and ID-based operations. 
· Functionality-based operation is supported by default, in which the granularity of the functionalities is aligned with the Feature/FG in a UE capability report, i.e., conditions.
· An ID can be used on top of functionality for indication of different additional conditions, to support multiple scenarios, configurations, sites, etc. The ID can be named Model ID or some other name.
The necessity of Model identification in the LCM
In Rel-18 study, options were listed for how to ensure consistency between training and inference regarding NW-side additional conditions. In RAN1#116, the options were further categorized as below:
Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases.
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion.

Type A model identification
Type A model identification can be treated as a baseline solution, which has been widely used in other AI/ML industries. The identity of the AI/ML model visible from 5G standards can be model ID. And no extra mechanism is needed. After a Type A model identification is performed between a network vendor/ network operator and a UE vendor by OTT engineering, an ID is allocated to the model as well as the additional conditions used to train the model. Then in the inference procedure, gNB and UE will have the same understanding about which model is used (i.e. the AI/ML model is used for which additional conditions) as long as the ID is referred to.
Actually, we see no major technical difference between the different naming approaches for the ID. It can be named additional condition ID, dataset ID or model ID. Anyway, an ID is needed to ensure the consistency. At this moment, we see no problem to use Model ID for Model identification type A and B. Model ID is the most nature way to indicate an AI/ML model after the training procedure, which is widely used in other AI/ML industries. A 1-to-1 mapping can be set up between a model, and the corresponding additional conditions, and dataset used for training the model. 
MI-Option 1
For Type B model identification, MI-Option 1 is the straightforward approach to achieve the consistency between training and inference, with the similar procedure to Type A model identification. The difference is that the procedure would be performed via 5G system, not only by OTT inter-vendor engineering.
In RAN1#116-bis meeting, an example procedure of the UE-sided model development was identified. But some open areas needs further study.
Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.

We think the assumption of MI-Option 1 is that the training of the model was performed in 3GPP system. 3GPP system has identified the model and the corresponding additional conditions in the AI/ML model development phase. Step A and Step B are for data collection. Step C is for AI/ML model development (e.g., trained, updated). During the AI/ML model development procedure, an ID is used associated to additional conditions or data set.
A basic assumption of MI-Option 1 is that the gNB which would join a model inference was involved in the training of the model, because the gNB is stationary and deployed for the specific cells and scenarios. However, a 5G UE globally roams, which may or may not be involved in the training procedure of the model. 
For a UE involved in the AI/ML model development procedure, the MI-Option 1 model identification can be performed in the training phase, i.e., via Step A, B and C. And Step D (model identification) may not be needed.
· In the AI/ML model development phase, both the NW and UE have the knowledge of the additional conditions and the dataset used for the model training. The NW can allocate an ID associated to the additional condition or the dataset, and send it to the UE (no matter the data were collected by NW or UEs). 
· If it is assumed that there is a 1-to-1 mapping between the model and the ID (FFS the name, e.g., additional condition ID or dataset ID), the ID can be used in the inference phase. If the UE support the model, it can report the corresponding the additional condition ID, dataset ID to NW. Then the NW can configure/indicate the ID to activate the model.
For the UE not involved in the AI/ML model development procedure, the MI-Option 1 model identification needs to be performed before the inference phase, via Step D (model identification). 
· In the AI/ML model development phase, only the NW has the knowledge of the additional conditions used for the data collection, model training/updating. 
· The UE preloads the model together with the information about the additional conditions or dataset ever used for developing the model. But the UE has no knowledge about the model ID, additional condition ID or dataset ID because the UE was not involved in Step A, B and C. Thus Step D (model identification) is needed to achieve the consistency between training and inference.
· Step D is before the inference phase, in which the NW can assign a model ID (assuming 1-to-1 mapping between the model ID and the associated ID). Then, the NW broadcasts the AI/ML functionalities and additional conditions supported by AI/ML models to UEs in the cell, meanwhile assigning a model ID for each model. Then the UE check the list of additional conditions received from NW, comparing with the additional conditions of the UE’s preloaded models. If the UE has preloaded and like to support the model in the cell, it can report the corresponding model ID to NW. Then the gNB can configure/indicate the model ID to activate the model.
Regarding the FFS points left in the agreement from RAN1#116-bis, 
· Relationship between model ID(s) and the associated ID(s)
We should strive for achieving the 1-to-1 mapping between model ID(s) and the associated ID(s). Thus, for the UE involved or not involved in Step A, B and C, the behavior in the inference phase is the same.
· How model ID(s) is determined/assigned
Firstly, we support Alt.1: NW assigns Model ID. Alt.1 can work, as analyzed above, for both UE involved and not involved in the AI/ML model development procedure (Step A, B and C). 
Alt.2: UE assigns/reports Model ID can also work in principle. But it will complex the gNB scheduler because different UE may assign different model IDs for the same model/same additional condition. Alt.1 is more suitable solution because gNB can more easily manage the model IDs across the cell. On the contrary, we do not see obvious advantage over Alt.1. It should be noted that for Alt.1, UE can also report the model ID supported by the UE. But NW is the better side to assign the model ID than UE.
Alt.3: Associated ID(s) is assumed as model ID(s) can be regarded as a simplified version of Alt.1. It works for the UE involved in the AI/ML model development procedure, in which the UE obtains the knowledge about the associated ID from Step A, B and C. But for the UE not involved in the AI/ML model development procedure (Step A, B and C), we fail to understand how Alt.3 works. 
Alt.4: Model ID is determined by pre-defined rule(s) in the specification is not clear for us. The proponents are encouraged to provide more details about this alternative.
In summary, we prefer Alt.1 at this moment.
MI-Option 2
We think the assumption of MI-Option 2 is that the UE was involved in the model training procedure. The procedure is similar to MI-Option 1 in case the UE is involved in the training procedure. But the model is identified when the corresponding dataset is transferred.
· After a dataset is transferred from gNB to UE or from gNB to NW for a model training, both the gNB and UE have the knowledge of the dataset. The gNB can allocate an ID and send it to the UE (assuming 1-to-1 mapping between the model and the dataset) no matter gNB  UE dataset transfer or UE  gNB dataset transfer, when the dataset is transferred.
· In the inference phase, if the UE support the model, it can report the corresponding the dataset ID or model ID to gNB. Then the gNB can configure/indicate the dataset ID/model ID to activate the model.
MI-Option 3
We think the assumption of MI-Option 3 is that the UE was not involved in the model training procedure. The procedure is similar to MI-Option 1 in case the UE is involved in the training procedure. But the model is identified when the model is transferred.
· Before a model is transferred, only the model provider (gNB or UE) has the knowledge of the model and the additional conditions used for the model training. No matter the model is transferred from gNB to UE or from gNB to NW, the gNB can send the model ID or a dataset ID corresponding to the transferred model. 
· In the inference phase, if the UE support the model, it can report the corresponding the dataset ID or model ID to gNB. Then the gNB can configure/indicate the dataset ID/model ID to activate the model.
MI-Option 4
We think more details of the option needs to be provided by the components. We are open to define reference models for RAN1 evaluation and RAN4 testing work. But the necessity of defining a reference model for standardization needs justification.
MI-Option 5
The details of MI-Option 5 need to be further clarified. It seems to require no signaling between gNB and UE. gNB and UE do monitoring separately, and ensure same understanding about the additional conditions relying on they output completely same monitoring results. Our preliminary observation is that the “blind consistency” is hard to be reliable. Some evaluation may be necessary to justify the feasibility of MI-Option 4.
The feasibility of MI-Option 2 and 3 depends on whether dataset transfer or model transfer is supported in Rel-19. However, MI-Option 1 has no such dependency. So at this moment, we suggest to prioritize the study on MI-Option 1. 
Proposal 2: 
For model identification type B MI-Option 1,
· Step D should be supported for the UE not involved in Step A, B and C.
· Alt.1: NW assigns Model ID is preferred because it supports model identification for UE involved or not involved in Step A, B and C.
· Alt.2 is not preferred unless advantage over Alt.1 can be justified.
· Alt.3 is not preferred because it only supports model identification for UE involved in Step A, B and C.
· Details needs to be clarified for Alt.4.
· Strive for achieving the 1-to-1 mapping between model ID(s) and the associated ID(s), thus for the same inference behavior for UE involved or not involved in Step A, B and C.
Proposal 3: 
For model identification type A, 
· An ID is allocated to the model as well as the additional conditions used to train the model via OTT inter-vendor engineering. 
· FFS the name of the ID (e.g. model ID, dataset ID, additional condition ID).
Proposal 4: 
For other options of model identification type B,
· MI-Option 2: The gNB can allocate and send an ID corresponding to the dataset as well as the additional conditions together with the dataset transfer in the training procedure. 
· This option assumes the UE was involved in the model training procedure.
· MI-Option 3: The gNB can allocate and send an ID corresponding to the model as well as the additional conditions together with the model transfer in the training procedure. 
· This option assumes the UE was not involved in the model training procedure.
· FFS the name of the ID (e.g. model ID, dataset ID, additional condition ID).
Functionality ID and Model ID
If a unified LCM with functionality and model operation is defined, a detail of the LCM is the ID design for functionality and model.
In Rel-18 study, it was agreed that:
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes.
· Note: Details can be studied in the WI phase.
For functionality configuration and indication, functionality ID is a convenient tool for NW and UE. Hence functionality ID can be used for indication functionality between NW and UE.
For model indication, we believe there would be two types of AI/ML model ID to be used for different AI/ML LCM procedures:
· Local ID: AI/ML model ID used in inference procedure, e.g., for indication of model selection/activation/deactivation/switching/fallback
· Global ID: AI/ML model ID used in model transfer and test certification
For AI/ML inference procedure, AI/ML model activation, configuration and switching based on Local ID would be similar to the traditional configuration/indication procedure widely used in 5G NR air interface specifications. In the NR physical procedures, the resource and parameter set which need same understanding between NW and UE can be defined with an ID. Then they can be configured by higher-layer signaling or indicated by DCI. The AI/ML model can be configurated/indicated in a similar way. This is a simple solution and can reuse the legacy procedures as much as possible. Hence we propose to support Local model ID for enabling the same understanding between NW and UE about which model is used for AI/ML inference.
If the Model identification procedure is supported, after the consistency between training and inference regarding additional conditions is achieved via Model identification procedure, a Local ID can be allocated mapped to the additional conditions. And the Local ID can be used to activate and configure the model. The Local ID can be simple number, which may not include the explicit information of the model, e.g., use case, scenario, configuration. The Global ID for model transfer may be also needed. Whether the Global ID need to be defined in 3GPP specification, and how to map the Global ID to Local ID can be further studied. 
Proposal 5: Functionality ID can be used for indication functionality between NW and UE.
Proposal 6: At least after Model identification, Local model ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., scenarios/configurations/sites.
Procedure from functionality identification to functionality activation
In previous meetings, the basic framework of AI/ML functionality-based LCM has been agreed. But the accurate procedure from functionality identification to functionality activation is still under discussion. In RAN1#113, the moderator listed two alternatives as below:
Alt 1
· Configurable functionality is synonymous to identified functionality.
· Configured functionalities are determined by NW as a subset of identified functionalities.
· Applicable functionalities are reported from UE as a subset of configured functionalities.
· NW activates one functionality out of applicable functionalities.
Alt 2
· Applicable functionalities are reported from UE as a subset of identified functionalities.
· Configurable functionality is synonymous to applicable functionality.
· Configured functionalities are determined by NW as a subset of applicable functionalities.
· NW activates one functionality out of configured functionalities.
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Figure 1: Two alternatives listed in RAN1#113 FL summary [1] for functionality-based LCM
The difference between the two alternatives is about the relation between “configured functionalities” and “applicable functionalities”. 
The reason why UE needs to update the UE capability is that the actual UE capability to support an AI/ML functionality may change along with the change of resource, configurations, environment and conditions. For example, the UE’s computation power and storage available for the AI/ML inference may change. Then an AI/ML functionality supported by a UE in last moment may not be supportable in the next moment. Hence UE should be able to update the UE capability on applicable AI/ML functionalities. 
On the other side the NW capability (or NW’s interest) may also change. For example, different cells may have different hardware/software configurations. An AI/ML functionality supported by this cell may not be supportable in that cell. And with a large number of AI/ML UEs in the cell, a gNB may not have enough computation power to support all identified AI/ML functionalities to be triggered for all AI/ML UEs. Hence gNB should be able to update the NW capability on applicable AI/ML functionalities by functionality configuration.
The question is: The UE capability update happens before or after the NW functionality configuration? 
Alt.1 is the result of updating the UE capability after the functionality configuration. Then the procedure is as below:
(1) Potential AI/ML functionalities supported by NW and UE are identified based on UE’s and NW’s static capabilities;
(2) NW configures a functionality list, which is a sub-set of identified functionalities, according to the NW’s instantaneous interest or capability;
(3) UE updates the UE capability, and forms the applicable functionality list (which is the sub-set of configured functionality list);
(4) NW activates a functionality from the applicable functionality list.
Alt.2 is the result of updating the UE capability before the functionality configuration. Then the procedure is as below:
(1) Potential AI/ML functionalities supported by NW and UE are identified based on UE’s and NW’s static capabilities;
(2) UE updates the UE capability, and forms the applicable functionality list (which is the sub-set of identified functionality list);
(3) NW configures a functionality list, which is a sub-set of applicable functionalities, according to the NW’s instantaneous interest or capability;
(4) NW activates a functionality from the configured functionality list.
In principle, both the two alternatives work. We slightly prefer Alt.2, i.e., the configured functionalities will be the sub-set of applicable functionalities. In 5G system, NW RRC-configuration will be the last step before the dynamic indication (e.g. DCI). So it is more reasonable that after UE reports the applicable functionalities, NW will configure the list of functionalities based on the applicable functionality list.
It can be further studied how dynamic the UE reports the applicable functionalities. If the UE update is too frequent, it may result in an excessive scheduling restriction to gNB. We can consider the UE’s semi-static applicable functionality report. 
Proposal 7: The AI/ML functionality identification, configuration and activation procedure can be as below:
·  (1) Potential AI/ML functionalities supported by NW and UE are identified based on UE’s and NW’s static capabilities;
· (2) UE updates the UE capability, and forms the applicable functionality list (which is the sub-set of identified functionality list);
· (3) NW configures a functionality list, which is a sub-set of applicable functionalities, according to the NW’s instantaneous interest or capability;
· (4) NW activates a functionality from the configured functionality list.
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Procedure from model identification to model activation
Similarly, the procedure from model identification to model activation can be as below:
(1) Potential AI/ML models supported by NW and UE are identified based on UE’s and NW’s static capabilities;
(2) UE updates the UE capability, and forms the applicable model list (which is the sub-set of identified model list);
(3) NW configures a model list, which is a sub-set of applicable models, according to the NW’s instantaneous interest or capability;
(4) NW activates a model from the configured model list.
Proposal 8: The AI/ML model identification, configuration and activation procedure can be as below:
·  (1) Potential AI/ML models supported by NW and UE are identified based on UE’s and NW’s static capabilities;
· (2) UE updates the UE capability, and forms the applicable model list (which is the sub-set of identified model list);
· (3) NW configures a model list, which is a sub-set of applicable models, according to the NW’s instantaneous interest or capability;
· (4) NW activates a model from the configured model list.
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On UE data collection
Among the two objectives on UE data collection in Rel-19 study, RAN2 will lead the analysis on the UE data collection mechanisms. RAN1 can help to further identify the corresponding contents of UE data collection. However, in Rel-18 study, RAN1 has replied the LS from RAN2 on Data Collection Requirements and Assumptions [2]. We assume RAN2 will carry out their work based on the LS reply, and envision RAN1 will not agree on an updated observation on the UE data collection contents which is obviously different from [2]. Hence we suggest RAN1 to wait for RAN2 progress, and first focus on other study areas. If RAN2 needs further assistance from RAN1, RAN1 can carry out additional study accordingly.
Proposal 9: On UE data collection, RAN1 waits for RAN2 progress on UE data collection mechanisms based on RAN1’s LS reply in Rel-18 study, and can carry out additional study on if RAN2 needs further assistance.
On model transfer
In Rel-18 study, the observation on model delivery/transfer was agreed:
Agreement
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
· For model trained at network side, Case y (w/ network-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
· Model storage at the 3gpp network, compared to storing the model outside the 3gpp network, may come with 3gpp network side burden on model maintenance/storage.
· Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.
In RAN1#116 and RAN1#116-bis, the below were concluded:
Conclusion
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.
Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network
From the observation, the merits of model delivery/transfer in some use cases are identified, e.g., handling scenario/configuration specific models to reduce the device storage requirement. Meanwhile, the agreement also observed some requirements on model delivery/transfer (e.g. requiring offline compiling and/or testing) and problems on model delivery/transfer (e.g. burden of offline cross-vendor collaboration, burden on model maintenance/storage, proprietary design disclosure concern).
The question is that: Comparing between 3GPP standardized and non-standardized model delivery/transfer, which solution can help the industry to accept the burdens and encourage the industry to cop with the problems. From our perspective, non-standardized model delivery/transfer is still a more flexible and feasible solution.
Nowadays the non-AI 5G algorithms are deployed in non-3GPP manner, i.e., the algorithm is developed, tested by each vendor proprietarily. The AI 5G algorithms will evolve/update more frequently/actively than non-AI 5G algorithms. And some AI/ML algorithm (e.g. two-side model) needs close alignment/cooperation between UE and NW. Hence the 3GPP-based model deployment was proposed by some companies, i.e., some model deployment format may be defined in 3GPP standards to enable a more open and interoperable model deployment. The target is to enable Vendor B to compile, test and deploy Vendor A’s AI/ML model in a “plug-and-play” manner. We are open to study the possibility. But so far, we have not seen much details to justify its feasibility.
Although defining a 3GPP-standardized format for model delivery/transfer will make the model delivery/transfer slightly more convenient. But 90% of the burden for offline cross-vendor collaboration cannot be saved. It should be noticed that even the 3GPP-based model transfer is supported, it does not mean the model deployment is naturally 3GPP-based. The deployment phase refers to that after a node receives a model, some engineering operations are required to make the model available to use at that node, e.g. specific optimization, compiling and testing. The model format during transfer procedure (as a 5G control plain package) cannot be directly used for model deployment.
Whether two vendors like to collaborate with each other on a model delivery/transfer still depends on their evaluation on the performance gain the model may bring, evaluation of the acceptable burden they can accept on collaborative compiling, testing and verification. Will two vendors become interested in a model delivery/transfer simply because the delivery/transfer is based on 3GPP signaling? We do not think it is in the case.
It should be noted that the challenges are present at this moment, which will be the problem we strive to solve in future. We are open that the 3GPP standards for AI/ML-based 5G air interface provides multiple options to the industry to realize the model delivery/transfer, including non-3GPP-based and 3GPP-based ones. But a detailed analysis should be developed in Rel-19 study that to what extent the burden of offline cross-vendor collaboration, model maintenance/storage and proprietary design disclosure concern can be resolved by defining a 3GPP-standardized model delivery/transfer. If the burdens/concerns can be substantially reduced, the standardized model delivery/transfer can be supported in Rel-19. From our current perspective, compared with the non-3GPP solution, we only see the 3GPP-standardized model delivery/transfer can only bring a more clear and understandable model delivery/transfer procedure, but is not helpful for the reducing the cross-vendor collaboration.
Proposal 10: To consider the necessity of the standardized model transfer/delivery solutions, a comparison between 3GPP-standardized solution and non-3GPP solution is needed,  for resolving the burden of offline cross-vendor collaboration, burden on model maintenance/storage, proprietary design disclosure concern.
Conclusion
Based on the above discussions, our proposals for general aspect of AI/ML framework are listed below:
Proposal 1: Support a unified LCM providing both functionality-based and ID-based operations. 
· Functionality-based operation is supported by default, in which the granularity of the functionalities is aligned with the Feature/FG in a UE capability report, i.e., conditions.
· An ID can be used on top of functionality for indication of different additional conditions, to support multiple scenarios, configurations, sites, etc. The ID can be named Model ID or some other name.
Proposal 2: 
For model identification type B MI-Option 1,
· Step D should be supported for the UE not involved in Step A, B and C.
· Alt.1: NW assigns Model ID is preferred because it supports model identification for UE involved or not involved in Step A, B and C.
· Alt.2 is not preferred unless advantage over Alt.1 can be justified.
· Alt.3 is not preferred because it only supports model identification for UE involved in Step A, B and C.
· Details needs to be clarified for Alt.4.
· Strive for achieving the 1-to-1 mapping between model ID(s) and the associated ID(s), thus for the same inference behavior for UE involved or not involved in Step A, B and C.
Proposal 3: 
For model identification type A, 
· An ID is allocated to the model as well as the additional conditions used to train the model via OTT inter-vendor engineering. 
· FFS the name of the ID (e.g. model ID, dataset ID, additional condition ID).
Proposal 4: 
For other options of model identification type B,
· MI-Option 2: The gNB can allocate and send an ID corresponding to the dataset as well as the additional conditions together with the dataset transfer in the training procedure. 
· This option assumes the UE was involved in the model training procedure.
· MI-Option 3: The gNB can allocate and send an ID corresponding to the model as well as the additional conditions together with the model transfer in the training procedure. 
· This option assumes the UE was not involved in the model training procedure.
· FFS the name of the ID (e.g. model ID, dataset ID, additional condition ID).
Proposal 5: Functionality ID can be used for indication functionality between NW and UE.
Proposal 6: At least for LCM with non-3GPP-based model transfer, Local model ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., scenarios/configurations/sites.
Proposal 7: The AI/ML functionality identification, configuration and activation procedure can be as below:
·  (1) Potential AI/ML functionalities supported by NW and UE are identified based on UE’s and NW’s static capabilities;
· (2) UE updates the UE capability, and forms the applicable functionality list (which is the sub-set of identified functionality list);
· (3) NW configures a functionality list, which is a sub-set of applicable functionalities, according to the NW’s instantaneous interest or capability;
· (4) NW activates a functionality from the configured functionality list.
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Proposal 8: The AI/ML model identification, configuration and activation procedure can be as below:
·  (1) Potential AI/ML models supported by NW and UE are identified based on UE’s and NW’s static capabilities;
· (2) UE updates the UE capability, and forms the applicable model list (which is the sub-set of identified model list);
· (3) NW configures a model list, which is a sub-set of applicable models, according to the NW’s instantaneous interest or capability;
· (4) NW activates a model from the configured model list.
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Proposal 9: On UE data collection, RAN1 waits for RAN2 progress on UE data collection mechanisms based on RAN1’s LS reply in Rel-18 study, and can carry out additional study on if RAN2 needs further assistance.
Proposal 10: To consider the necessity of the standardized model transfer/delivery solutions, a comparison between 3GPP-standardized solution and non-3GPP solution is needed,  for resolving the burden of offline cross-vendor collaboration, burden on model maintenance/storage, proprietary design disclosure concern.
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