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Introduction
In 3GPP RAN1 #116bis, some agreements on the additional study on AI/ML-based CSI prediction have been made as follows [1]. In this contribution, we continue to present some evaluation results and discussions on this topic.Agreement
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for evaluation purpose
· UE speed: 30km/h, 60km/h
· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 
Agreement
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4e
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 
· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)
· Others can be additionally submitted, e.g., 10ms
Conclusion
Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.
· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 
Conclusion
If phase discontinuity is modeled, it is modelled as a uniform distribution between  within a time window of , where =40 degrees and =20ms can be a baseline. 
· Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered, and additional .if adopted
Conclusion
For the phase discontinuity modelling, it is clarified that
· A fixed phase for all CSI-RS observations within the time window, and another fixed phase for the next time window. The phases are according to uniform distribution.



Agreement
For the results template used to collect evaluation results for UE -sided model based CSI prediction, adopt Table 6 used in Rel-18 as starting point with the following addition:
· Assumption
· UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
· Whether/how channel estimation error is modelled 
· Whether/how phase discontinuity is modelled 
· Methods used to handle the phase discontinuity (if applied)
· Benchmark 2
· FLOPs/M 
· Details of complexity calculation, e.g., complexity of prediction and complexity of filter update
Agreement
· For the results template used to collect evaluation results for UE-sided model based CSI prediction using localized models, adopt Table 6 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:
· Dataset description
· Local region modelling: e.g., Option 1 or Option 2, and further details
· Temporal modelling: e.g., how temporal variation is modelled in train and test sets
· Dataset description for generalized model
Agreement
For the UE-sided model based CSI prediction, for optional evaluation using AP CSI-RS, consider following assumption on observation window (number/distance)
· Observation window: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted
Agreement
For AI/ML based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement. 
Agreement
· At least for inference, for UE-sided model based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· CSI processing criteria and timeline
Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 
· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric


Performance evaluation
As suggested in last two meetings, more evaluation results are required based on the agreed EVM. In this part, the primary simulation parameters are listed in Table 1.
[bookmark: _Ref162879852]Table 1 Primary simulation parameters for AI-based CSI prediction
	Parameters
	Value

	Dataset
	5 drop * 19 sites * 3 sector * 10 UE * 400 slots,
first 380 slots for training, later 20 slots for testing

	Channel configuration
	32T4R, 52RB

	UE distribution
	100% Outdoor

	UE speed
	30km/h

	CSI-RS configuration
	5ms periodicity

	Observation window
	4/5ms,5/5ms,10/5ms

	Prediction window
	1,2,3,4/5ms/5ms

	Channel estimation
	ideal

	Spatial consistency
	Off

	Phase discontinuity
	Off


The auto-regression (AR) method used in Rel-18 MIMO is used as the non-AI CSI prediction benchmark. An order-p AR model can be expressed as

where the filtering coefficient vector  is calculated by the measurement of CSI-RS to minimize MSE as

On complexity for non-AI method, FLOPs of 4 CSI-RS trained for order-3 filter coefficients (forward & backward method) is about 54M. 4 steps prediction cost 3M FLOPs. The total FLOPs for non-AI method is about 57M. As for the AI-based CSI prediction, the model is realized by MLPMixer-1RB. Specifically, each channel sample is divided into 52 RB-level samples. Then the AI model is trained on 1-RB level and tested on all 52RBs. For each predicted slot, the FLOPs is about 3.44M and the trainable parameters is about 3.47M. While at the inference stage, for each predicted slot, the channel on all 52RBs should be inferenced with about FLOPs. Therefore, total  FLOPs is required for 4 predicted slots with  trainable parameters.
Observation 1: FLOPs of AI-based CSI prediction is about 13 times of non-AI benchmark when 4 predicted slots with 52RBs per channel sample.
The CSI prediction performance comparison from the perspective of both NMSE and SGCS is presented in Table 2. Three kinds of observation window settings, including 4/5ms, 5/5ms and 10/5ms are adopted. Note that the SGCS result is calculated at the UE-side based on the CSI eigenvector from predicted raw channel without introducing CSI compression operation. Compared with sample-and-hold without CSI prediction, both non-AI and AI CSI prediction has great performance gain on both NMSE and SGCS, especially with larger observation windows. Obviously, AI-based CSI prediction also outperforms non-AI method on all predicted slots on both NMSE and SGCS. In addition, it seems the NMSE gain is very high, but the SGCS gain is moderate. Therefore, when comparing the intermediate KPI of CSI prediction, we should focus on the SGCS performance on the CSI eigenvector instead of the NMSE on raw channel.
[bookmark: _Ref162883416]Table 2 Performance comparison between different CSI prediction methods with different size of observation windows (4/5ms, 5/5ms, 10/5ms)
	NMSE (dB)
	P=1 (5ms)
	P=2 (10ms)
	P=3 (15ms)
	P=4 (20ms)

	Sample-and-hold
	0.43
	4.13
	3.69
	1.866

	Non-AI
	4/5ms
	-21.48
	-14.06
	-10.69
	-8.47

	
	5/5ms
	-24.70
	-15.99
	-12.06
	-9.56

	
	10/5ms
	-35.80
	-23.23
	-16.57
	-12.87

	AI
	4/5ms
	-26.89
	-18.72
	-14.31
	-11.52

	
	5/5ms
	-29.83
	-20.14
	-15.56
	-12.70

	
	10/5ms
	-33.96
	-24.92
	-18.58
	-15.31

	SGCS
(relative gain)
	P=1 (5ms)
	P=2 (10ms)
	P=3 (15ms)
	P=4 (20ms)

	Sample-and-hold
	0.825
	0.782
	0.755
	0.747

	Non-AI
	4/5ms
	0.974 (+18.1%)
	0.918 (+17.4%)
	0.869 (+15.1%)
	0.828 (+10.8%)

	
	5/5ms
	0.986 (+19.5%)
	0.940 (+20.2%)
	0.892 (+18.1%)
	0.849 (+13.7%)

	
	10/5ms
	0.998 (+21.0%)
	0.981 (+25.4%)
	0.943 (+24.9%)
	0.903 (+20.9%)

	AI
	4/5ms
	0.992 (+20.2%)
	0.963 (+23.1%)
	0.920 (+17.5%)
	0.874 (+17.0%)

	
	5/5ms
	0.995 (+20.6%)
	0.983 (+25.7%)
	0.935 (+23.8%)
	0.894 (+19.7%)

	
	10/5ms
	0.998 (+21.0%)
	0.989 (+26.5%)
	0.963 (+27.5%)
	0.929 (+24.4%)


Observation 2: Both non-AI and AI CSI prediction outperform sample-and-hold from the perspective of NMSE on raw channel and SGCS on CSI eigenvector.
Observation 3: The SGCS performance increases with larger observation window for both non-AI and AI CSI prediction. 
Observation 4: AI-based CSI prediction outperforms auto-regression CSI prediction on all predicted slots.
Proposal 1: For the intermediate KPI comparison on CSI prediction, focus on SGCS performance on CSI eigenvector, instead of NMSE on raw channel.
Localized model
Performance evaluation with raw channel input
As agreed in RAN1 #116, the CSI prediction with localized model (also called as cell/site/scenario-specific model) can also be studied. In this part, we will further evaluate the CSI prediction performance with localized model. For the evaluation of localized model, the localized dataset is generated from 1 drop * 1 site * 3 sectors * 950 UEs * 400 slots with spatial consistency. The compared localized model is same as what we used in Section 2. For the observation window setting, both 5/5ms and 10/5ms are considered. The simulation results are given in Table 3.
[bookmark: _Ref166059551]Table 3 Performance comparison on generalized model and localized model with different size of observation windows (5/5ms, 10/5ms)
	NMSE (dB)
	P=1 (5ms)
	P=2 (10ms)
	P=3 (15ms)
	P=4 (20ms)

	Sample-and-hold
	0.12
	3.92
	3.69
	2.04

	Non-AI
	5/5ms
	-21.53
	-12.70
	-8.71
	-6.31

	
	10/5ms
	-32.87
	-20.11
	-13.30
	-9.53

	Generalized model
	5/5ms
	-19.80
	-9.16
	-6.05
	-4.04

	
	10/5ms
	-30.73
	-16.06
	-8.35
	-4.88

	Localized model
	5/5ms
	-25.96
	-16.95
	-12.69
	-9.65

	
	10/5ms
	-30.65
	-21.53
	-15.15
	-12.09

	SGCS
(relative gain)
	P=1 (5ms)
	P=2 (10ms)
	P=3 (15ms)
	P=4 (20ms)

	Sample-and-hold
	0.694
	0.591
	0.552
	0.536

	Non-AI
	5/5ms
	0.969 (+39.6%)
	0.870 (+47.2%)
	0.768 (+39.1%)
	0.688 (+28.4%)

	
	10/5ms
	0.996 (+43.5%)
	0.960 (+62.4%)
	0.878 (+59.1%)
	0.789 (+47.2%)

	Generalized model
	5/5ms
	0.961 (+38.4%)
	0.791 (+33.8%)
	0.689 (+24.8%)
	0.585 (+9.1%)

	
	10/5ms
	0.996 (+43.5%)
	0.925 (+56.5%)
	0.760 (+37.7%)
	0.635 (+18.5%)

	Localized model
	5/5ms
	0.988 (+42.4%)
	0.938 (+58.7%)
	0.868 (+57.2%)
	0.786 (+46.6%)

	
	10/5ms
	0.996 (+43.5%)
	0.974 (+64.8%)
	0.913 (+65.4%)
	0.850 (+58.6%)


We can find that the localized model outperforms both generalized model and non-AI benchmark for this specific cell. Especially with the observation window 10/5ms, the performance gain by using localized model is much larger, which can achieve 43.5%~65.4% SGCS performance gain compared to sample-and-hold benchmark. Also, we can see that the non-AI benchmark performs better than generalized model, since non-AI also utilizes the localized raw channel as the input to obtain its auto-regression filtering coefficients.
Observation 5: With raw channel as the input, localized model outperforms both generalized model and non-AI benchmark.
Performance evaluation with CSI eigenvector input
In this part, we additionally evaluate the CSI prediction issue with different assumptions on generalized model and localized model, with the CSI eigenvector input.
· In this section, UE-side model with eigenvector as the input and the output is adopted in all simulations. The observation window is set as K=4, the prediction window is set as [5,10,15,20]ms, i.e., T = [1,2,3,4]. SGCS is utilized as the intermediate KPI to evaluate the difference between the AI/ML based CSI prediction and the sample-and-hold baseline. 
· For the generalized model, spatial consistency is not adopted. Simulation parameters are given as: 5drops, 19 cells, 3 sectors for each cell, 10 users for each sector (2850 users in total), 2GHz, SCS 15KHz, 13 sub-bands (10MHz, 4RBs/sub-band), 32 gNB antenna, 4 UE antenna, 100% outdoor UE, 30km/h, Dense Urban UMa with LOS/NLOS, Period of CSI-RS: 5ms, 400 samples in time domain for each user.
· For the localized model, spatial consistency is adopted. Simulation parameters are given as: 1 cell, 3 sectors for each cell, 950 users for each sector (2850 users in total), 2GHz, SCS 15KHz, 13 sub-bands (10MHz, 4RBs/sub-band), 32 gNB antenna, 4 UE antenna, 100% outdoor UE, 30km/h, Dense Urban UMa with LOS/NLOS, Period of CSI-RS: 5ms, 400 samples in time domain for each user.
· For both generalized model and localized model, 90% samples are utilized for training. 10% samples are used for testing. Simulation results are shown in Table 4. In comparison to the application of the generalized model on diverse cells, localized models can achieve more extra benefits, e.g. SGCS gain for CSI prediction(5ms) has been improved from ~6% to ~10%.


[bookmark: _Ref162886372]Table 4: AI based CSI prediction evaluation for cell-common model and cell-specific model
	Evaluated by SGCS
	Test on cell A

	
	5ms
	10ms
	15ms
	20ms

	sample-and-hold (Baseline)
	0.801 
	0.663 
	0.579 
	0.522 

	AI generalized model
	0.852 
	0.699 
	0.601 
	0.547 

	AI localized model (for cell A)
	0.880 
	0.729 
	0.627 
	0.555 

	Gain (generalized model to baseline)
	6.31%
	5.40%
	3.86%
	4.80%

	Gain (localized model to baseline)
	9.83%
	9.96%
	8.27%
	6.42%

	

	Evaluated by SGCS
	Test on cell B

	
	5ms
	10ms
	15ms
	20ms

	sample-and-hold (Baseline)
	0.791 
	0.642 
	0.565 
	0.505 

	AI generalized model
	0.842 
	0.680 
	0.583 
	0.529 

	AI localized model (for cell B)
	0.872 
	0.713 
	0.614 
	0.539 

	Gain (generalized model to baseline)
	6.49%
	5.93%
	3.26%
	4.70%

	Gain (localized model to baseline)
	10.33% 
	10.95% 
	8.64%
	6.76%

	

	Evaluated by SGCS
	Test on cell C

	
	5ms
	10ms
	15ms
	20ms

	sample-and-hold (Baseline)
	0.795
	0.655
	0.572
	0.514

	AI generalized model
	0.846
	0.692
	0.595
	0.539

	AI localized model (for cell C)
	0.876
	0.724
	0.621
	0.548

	Gain (generalized model to baseline)
	6.45%
	5.63%
	4.02%
	4.86%

	Gain (localized model to baseline)
	10.23%
	10.66%
	8.55%
	6.63%


Observation 6: With the input of CSI eigenvector, in comparison to the application of a generalized model on diverse cells, localized models can achieve more extra benefits, e.g. SGCS gain for CSI prediction (5ms) has been improved from ~6% to ~10%.
In addition, we have evaluated the performance gain for different UEs within a cell, as shown in Table 5. Here, two different statistical methods are adopted as follows,
(1) K% users with highest localized performance gain, 
where K% users with highest performance gain are utilized as test set, to verify whether any users within a cell can obtain CSI prediction gains greater than the average gain level.
(2) K% users with worst performance of Rel-16 eTypeII w/o prediction,
where K% users with worst baseline performance (Rel-16 eTypeII w/o prediction) are utilized as test set, to verify whether the user who performs the worst in CSI prediction through sample-and-hold methods within a cell can obtain AI based CSI prediction gain greater than the average gain level.
Simulation results are shown in Table 4. Localied model for cell A it utilized, K is set as [50%, 20%, 5%], prediction window is set as [5,10]ms, i.e., T = [1,2] in this section. SGCS is utilized as the intermediate KPI to evaluate the difference between the AI/ML based CSI prediction and the sample-and-hold baseline. 
It can be seen that within a cell, the introduction of AI/ML-based CSI prediction may effectively improve the CSI prediction performance of some users in the cell, e.g. [17.79%~81.45%] for [50%, 20%, 5%] users with highest localized performance gain within 5ms/10ms prediction window, [16.85%~65.81%] for [50%, 20%, 5%] users with worst baseline (Rel-16 eTypeII w/o prediction) performance within 5ms/10ms prediction window.
[bookmark: _Ref162886470]Table 5: AI based CSI prediction evaluation, for K% users with highest cell-specific performance gain, and for K% users with worst performance of Rel-16 eTypeII w/o prediction
	
	Test on cell A, 5ms

	
	K% users with highest localized performance gain
	K% users with worst performance of Rel-16 eTypeII w/o prediction

	
	50%
	20% 
	5% 
	50%
	20% 
	5% 

	Sample-and-hold (baseline)
	0.680 
	0.560 
	0.407 
	0.655 
	0.508 
	0.354 

	AI generalized model
	0.764 
	0.692 
	0.631 
	0.730 
	0.601 
	0.502 

	AI localized model (for cell A)
	0.801 
	0.749 
	0.719 
	0.769 
	0.659 
	0.587 

	Gain (generalized model to baseline)
	12.35% 
	23.57%
	55.03% 
	11.45% 
	18.30% 
	41.80%

	Gain (localized model to baseline)
	17.79%
	33.75%
	76.65%
	17.40%
	29.72%
	65.81%

	

	
	Test on cell A, 10ms

	
	K% users with highest localized performance gain
	K% users with worst performance of Rel-16 eTypeII w/o prediction

	
	50%
	20% 
	5% 
	50%
	20% 
	5% 

	Sample-and-hold (baseline)
	0.535 
	0.374 
	0.275 
	0.451 
	0.306 
	0.207 

	AI generalized model
	0.601 
	0.473 
	0.417 
	0.494 
	0.371 
	0.301 

	AI localized model (for cell A)
	0.635 
	0.524 
	0.499 
	0.527 
	0.407 
	0.340 

	Gain (generalized model to baseline)
	12.33%
	26.47%
	51.63%
	9.53%
	21.24%
	45.41%

	Gain (localized model to baseline)
	18.69%
	40.10%
	81.45%
	16.85% 
	33.01%
	64.25%


Observation 7: Within a cell, the introduction of AI/ML-based CSI prediction may effectively improve the CSI prediction performance of some users in the cell, e.g.,
· [17.79%~81.45%] for [50%, 20%, 5%] users with highest localized performance gain within 5ms/10ms prediction window, 
· [16.85%~65.81%] for [50%, 20%, 5%] users with worst performance of Rel-16 eTypeII w/o prediction within 5ms/10ms prediction window.
Spec impact
It can be inferred from the above evaluations and observations that cell-level CSI prediction modeling may bring in more CSI prediction gains. Additionally, certain users, specifically those who fall within the K% in terms of highest performance gain and the K% with the worst baseline performance, can achieve even more significant CSI prediction gains. Based on these observations, it is essential to consider cell-level modeling, along with corresponding data collection, model performance monitoring, and LCM issues.
Regarding the data collection, cell/site/scenario related “condition information” and “additional condition information” should be considered during the data collection stage. 
For the “condition” part, following information should be considered: (1) the CSI type to be predicted, e.g. raw channel H or eigenvector W, (2) the CSI-RS configurations, e.g. pattern, time/frequency domain configuration, (3) the transmission related configuration, e.g. bandwidth and sub-band info, antenna ports, rank, SCS, frequency band, and (4) the cell/site/scenario related information, e.g. Cell ID.
For the “additional condition” part, following information should be considered: (1) the cell/site/scenario related information, e.g. region/scenario indication, indoor/outdoor info, UE speed, UE ID, timestamp of data samples, observed SNR (2) the CSI prediction related information, e.g. observation window, prediction window, sample number/interval. 
Proposal 2: Regarding the data collection for CSI prediction, cell/site/scenario related “condition information” and “additional condition information” should be considered during the data collection stage.
Proposal 3: For the “condition” part, following information should be considered: 
· CSI type to be predicted, e.g. raw channel H or eigenvector W, 
· CSI-RS configurations, e.g. pattern, time/frequency domain configuration,
· transmission related configuration, e.g. bandwidth and sub-band info, antenna ports, rank, SCS, frequency band, 
· cell/site/scenario related information, e.g. Cell ID.
Proposal 4: For the “additional condition” part, following information should be considered: 
· Cell/site/scenario related information, e.g. region/scenario indication, indoor/outdoor info, UE speed, UE ID, timestamp of data samples, observed SNR 
· CSI prediction related information, e.g. observation window, prediction window, sample number/interval.
Other issues
Model monitoring 
Regarding the model performance monitoring, in RAN1#114 meeting [2], three types have been proposed by companies on performance monitoring, including:
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).  
For these three different performance monitoring and decision-making methods, type 1 requires UE to provide feedback on performance monitoring output via the air interface, type 2 necessitates UE reporting predicted CSI and/or corresponding ground truth, and type 3 demands UE feedback on performance metrics to the network. Based on our understanding, the overhead for performance monitoring output in type 1 is minimal, and the cost of the performance metrics is also limited. However, if the feedback involves predicted CSI and/or corresponding ground truth, it will introduce considerable additional feedback overhead for CSI prediction without any extra benefits. We suggest prioritizing further study of type 1 and type 3 performance monitoring.
Proposal 5: For the CSI prediction performance monitoring, prioritize type 1 and type 3 CSI prediction performance monitoring.
Furthermore, the stability of the performance evaluation and decision-making mechanism should be carefully considered to mitigate the impact of random effects on evaluation outcomes. This includes:
· Obtaining a more consistent evaluation result by considering multiple evaluation samples within an evaluation window.
· Assessing whether model monitoring should be handled at the UE level or the cell level. When it comes to UE-level monitoring, each user must evaluate and make independent monitoring decisions regarding the utilization, updating, switching, and fallback of CSI prediction models. This approach offers flexibility to users, but at the cost of preventing the sharing of evaluation and monitoring results among different users. On the other hand, cell-level monitoring assesses whether the current CSI prediction model can be utilized, updated, switched, or fallback on a broader scale. The advantage of this approach is that when a significant number of users within a cell agree that the current CSI prediction model is no longer suitable, the evaluation and decision outcomes can be applied to other users in the same cell. This streamlines the process, saving monitoring time and effort for users who no longer need to individually identify and address potential performance issues with their respective models.
Proposal 6: Stability of the performance evaluation and decision-making mechanism should be considered to mitigate the impact of random effects on evaluation outcomes, includes:
· Obtaining a consistent evaluation result by considering multiple evaluation samples within an evaluation window.
· Assessing whether model monitoring should be handled at the UE level or the cell level.

Conclusion
In this contribution, we provide more evaluations on AI/ML for CSI prediction and also discussed corresponding specification impacts. Observations and proposals are listed as following,
Observation 1: FLOPs of AI-based CSI prediction is about 13 times of non-AI benchmark when 4 predicted slots with 52RBs per channel sample.
Observation 2: Both non-AI and AI CSI prediction outperform sample-and-hold from the perspective of NMSE on raw channel and SGCS on CSI eigenvector.
Observation 3: The SGCS performance increases with larger observation window for both non-AI and AI CSI prediction. 
Observation 4: AI-based CSI prediction outperforms auto-regression CSI prediction on all predicted slots.
Observation 5: With raw channel as the input, localized model outperforms both generalized model and non-AI benchmark.
Observation 6: With the input of CSI eigenvector, in comparison to the application of a generalized model on diverse cells, localized models can achieve more extra benefits, e.g. SGCS gain for CSI prediction (5ms) has been improved from ~6% to ~10%.
Observation 7: Within a cell, the introduction of AI/ML-based CSI prediction may effectively improve the CSI prediction performance of some users in the cell, e.g.,
· [17.79%~81.45%] for [50%, 20%, 5%] users with highest localized performance gain within 5ms/10ms prediction window, 
· [16.85%~65.81%] for [50%, 20%, 5%] users with worst performance of Rel-16 eTypeII w/o prediction within 5ms/10ms prediction window.

Proposal 1: For the intermediate KPI comparison on CSI prediction, focus on SGCS performance on CSI eigenvector, instead of NMSE on raw channel.
Proposal 2: Regarding the data collection for CSI prediction, cell/site/scenario related “condition information” and “additional condition information” should be considered during the data collection stage.
Proposal 3: For the “condition” part, following information should be considered: 
· CSI type to be predicted, e.g. raw channel H or eigenvector W, 
· CSI-RS configurations, e.g. pattern, time/frequency domain configuration,
· transmission related configuration, e.g. bandwidth and sub-band info, antenna ports, rank, SCS, frequency band, 
· cell/site/scenario related information, e.g. Cell ID.
Proposal 4: For the “additional condition” part, following information should be considered: 
· Cell/site/scenario related information, e.g. region/scenario indication, indoor/outdoor info, UE speed, UE ID, timestamp of data samples, observed SNR 
· CSI prediction related information, e.g. observation window, prediction window, sample number/interval.
[bookmark: _GoBack]Proposal 5: For the CSI prediction performance monitoring, prioritize type 1 and type 3 CSI prediction performance monitoring.
Proposal 6: Stability of the performance evaluation and decision-making mechanism should be considered to mitigate the impact of random effects on evaluation outcomes, includes:
· Obtaining a consistent evaluation result by considering multiple evaluation samples within an evaluation window.
· Assessing whether model monitoring should be handled at the UE level or the cell level.
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