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1. Introduction

In last meeting, the following agreements have been achieved for AI/ML based CSI compression [1] to alleviate/resolve issues related to inter-vendor training collaboration:
Conclusion:

· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).

· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.

Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.
Conclusion

· Deprioritize Option 2 for inter-vendor training collaboration.

· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.

Agreement

· For Option 3, further define the two sub-options:

· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.

· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.

· For Option 5, further define the two sub-options:

· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.

· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.

· For Option 4, it is clarified that:

· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.

· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Agreement

· For Option 3/4/5, focus further discussion on the following assumptions:

· Option 3a/5a

· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.

· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.

· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.

· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.

· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.

· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.

· Performance target 

· Dataset or information related to collecting dataset

· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.

· Option 3b

· The method of exchanging is over the air-interface via model transfer/delivery Case z4.

· The parameter exchange is from NW to UE.

· Parameters exchanged from the NW-side to UE-side is CSI generation part.

· Option 5b

· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.

· Model exchanged from the NW-side to UE-side is CSI generation part.

· Option 4:

· The dataset exchange originates from the NW-side and ends at the UE-side.

· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).

· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).

· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).

· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.

· Performance target

· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.

· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.

· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

In this contribution, we will provide some discussions on alleviate/resolve issues related to inter-vendor training collaboration
2. Discussions on alleviate/resolve issues related to inter-vendor training collaboration
According to last meeting’s conclusion, option 1 and option 2 have achieved consensus. Some further sub-options are agreed for further discussion. 
Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
1) Option 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· Option 3a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Inter-vendor collaboration complexity: high
In order to realized option 3a-1/2/3, dataset should also be considered in addition to model parameter transfer, which will cause large overhead and inter-vendor collaboration complexity. Relatively, the effort of option 3a-1 is less that option 3a-2 and 3a-3. 
· Performance: good
With the assumption that different datasets can be used for training in different scenarios with standardized reference model structure. The performance is significantly better than options 1 and 2. By defining multiple reference models, the performance for different scenarios could be guaranteed for option 3a-1/3a-2/3a-3.
· Interoperability: specified model structure and parameters should be considered
With standardized reference model structure, specified model parameters should also be considered in RAN4 to ensure the implementation of bilateral models. 
· Feasibility: feasible with potential high overhead
Multiple reference model structures should be specified to match different deployment scenarios. Model transfer should be supported over air interface to ensure parameters update. Extra dataset transfer/delivery should be used for offline engineering at the UE-side. 
2) Option 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.

· The parameter exchange is from NW to UE.

· Parameters exchanged from the NW-side to UE-side is CSI generation part.

· Inter-vendor collaboration complexity: medium
With model parameters transfer only, the complexity of option 3b is lower than option 3a. 

· Performance: good (Pre-deployment test should be considered)
The performance of Option 3b should be as good as Option 3a once Option 3b could pass pre-deployment test.
· Interoperability: specified model structure and parameters should be considered
Similar as Option 3a, specified model structure and parameters should be considered. 

· Feasibility: feasible 
Comparing with Option 3a, Option 3b still requires some pre-deployment test to ensure the AI/ML model performance. 
Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback).

· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).

· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).

· Inter-vendor collaboration complexity: high
The exchanging of dataset is hard to be operated over air interface due to the overhead for all option 4-1. 4-2 and 4-3. In addition, extra confirmation process should be considered to ensure the matching and performance of bilateral models.
· Performance: good
With the assumption of cell/scenario specific dataset, the performance of option 4-1/4-2/4-3 is better than options 1 and 2. 
· Interoperability: standardized dataset is required to ensure interoperability
Reference/Standardized dataset should be considered in RAN4 to ensure the implementation of bilateral models. Test requirements, model implementation, and testing environment could be fixed with standardized dataset.

· Feasibility: FFS
Model training should be supported at UE side. The quality of dataset is hard to ensure by purely dataset format standardized.
Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
1) Option 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· Option 5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Inter-vendor collaboration complexity: high
Inter-vendor collaboration complexity of option 5a and option 3a are similar. 
· Performance: good
With the assumption of cell/scenario model, the performance of option 5a is better than options 1 and 2. 
· Interoperability: specified reference model should be considered
Reference model should also be considered in RAN4 to ensure the interoperability of bilateral models.

· Feasibility: feasible with potential high overhead
Similar with option 3a.
2) Option 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.

· The model exchange is from NW to UE.

· Model exchanged from the NW-side to UE-side is CSI generation part.

· Inter-vendor collaboration complexity: medium
With model transfer, the complexity of option 5b is at the same level of option 3b. 

· Performance: good (Pre-deployment test should be considered)
The performance of Option 5b should be as good as Option 5a and has the potential of better than option 3.

· Interoperability: specified reference model should be considered
Similar as Option 5a, specified reference model should be considered. 

· Feasibility: feasible 
Comparing with Option 5a, Option 5b still requires some pre-deployment test to ensure the AI/ML model performance. 
3. Conclusion
In summary, the following observations and proposals are provided:
Proposal 1: The overall analysis on alleviate/resolve issues related to inter-vendor training collaboration of options3/4/5 are listed in the table.
	
	Inter-vendor collaboration complexity
	Performance
	Interoperability
	Feasibility

	Option 3a
	High
	Good
	Specified model structure and parameters should be considered
	Feasible with potential high overhead

	Option 3b
	Medium
	Good (Pre-deployment test should be considered)
	Specified model structure and parameters should be considered
	Feasible

	Option 4
	High
	Good
	Standardized dataset is required to ensure interoperability
	FFS

	Option 5a
	High
	Good
	Specified reference model should be considered
	Feasible with potential high overhead

	Option 5b
	Medium
	Good (Pre-deployment test should be considered)
	Specified reference model should be considered
	Feasible
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