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1. [bookmark: _Toc158032266]Introduction
The work items pertaining on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface were officially approved during RAN #102. Following multiple rounds of discussion, the specification for these work items have reached a stable state. Specifically, the details concerning the positioning use case and the general framework within the WID have been finalized as follows[1]. 
	· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


[bookmark: OLE_LINK27][bookmark: OLE_LINK28]Based on the progress of RAN1 #116b meeting and the new WID, this contribution addresses the following topics:
· Data collection
· Model training
· [bookmark: _Hlk157959699]Model monitoring
· Reference signal
· Compatible between UL positioning and DL positioning based AI/ML
2. Data collection
2.1 Sample-based measurement vs path-based measurement
Regarding the determination of measurement as model input, two alternatives, i.e., sample-based input and path-based input were discussed at the last two meetings. Companies provided their viewpoint on this issue but no consensus was reached regarding which type of data to endorse as model input. The final proposal discussed offline is[2]:
	Proposal 2.1.6
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the impact of ambiguity of path-based measurement, and the impact of ambiguity of sample-based measurement, on positioning accuracy performance and make a decision to support path-based or sample-based easurement by RAN1#117 meeting:
· The following definition is used for ambiguity:
· Ambiguity is defined as inconsistency between measurement reported during training (data collection) and reported during inference.
· Ambiguity exists if different measurement entity implementation generates substantially different measurement report, while observing the same channel 
· If there is ambiguity in the definition of path-based measurement, how to remove/minimize the ambiguity if needed.
· If there is ambiguity in the definition of sample-based measurement, how to remove/minimize the ambiguity if needed.
Note : The issues identified in the RAN1#116 agreement related to path-based vs sampled-based measurements should also be considered in the investigation.


[bookmark: _Hlk164861317]For sample-based measurement, the sample will be generated at a fixed time step size, thus timing information is an integer multiple of sampling periods. For path-based measurement, the sample will be generated at local peak value of received power of reference signal, thus timing information depend on the number of receiving path rather than the integer multiple of sampling periods.


Figure 1. Example of sample-based measurement and path-based measurement
For sample-based measurement, the ambiguity may be that the measurement report and related sample parameters are  missing in the current specification. Specifically, the current timing measurement report, e.g., DL RSTD or UE Rx-Tx time different, and power measurement report, e.g., RSRPP, from UE side or gNB side are based on the measuring of path rather than periodic sample value. If the sample-based measurement will be specified for support AI/ML based positioning, at least period of sampling, the number of samples, and the window for sample will be supported to overcome the inconsistency between measurement for training and measurement for inference.
[bookmark: _Toc165045526][bookmark: _Toc165277118][bookmark: _Toc166244233][bookmark: _Toc166244268]Ambiguity of sample-based measurement are：
[bookmark: _Toc166244269]There lacks the definition/specification to generate the sample-data among different vendors.
For path-based measurement, at least the ambiguity of measurement in current specification is inexistent. For example, at most nine paths of measurement can be reported in current NR-DL-TDOA-SignalMeasurementInformation[3] in LPP message, i.e., up to 8 additional detected path timing values for the TRP or resource, relative to the path timing used for determining the nr-RSTD value can be provided. However, the definition of identifying the path is ambiguity in the specification. For example, it is unclear the up to 8 additional paths refer to the earliest received path or the strongest power path. Besides, different vendors may use different algorithms to identify the path in their implementation, which bring the issue of inconsistency between measurement for training data and measurement for inference data.
[bookmark: _Toc165045527][bookmark: _Toc165277119][bookmark: _Toc166244234][bookmark: _Toc166244270]Ambiguity of path-based measurement are：
[bookmark: _Toc166244271]The definition of identifying the path is ambiguity in the specification
[bookmark: _Toc166244272]Different vendors may use different algorithms to identify the path in their implementation
The cons and pros of sample-based measurement and path-based measurement can be summarized in the following table.
Table 1. cons and pros of sample-based measurement and path-based measurement
	
	pros
	cons

	sample-based measurement
	(a) The evaluation in Rel-18 SI has demonstrated the benefit of using sample-based data.
(b) More flexibly by setting/configuring the sample parameter to balance the measurement overhead and positioning accuracy.
	The measurement report and related sampling parameters are not supported in current specification. 

	path-based measurement
	The measurement report is supported in current specification.
	(a) The definition of identifying the path is ambiguity in the specification.
(b) Different vendors may use different algorithms to identify the path in their implementation.


Comparing with path-based measurement, sample-based measurement shows the advantages of: 
· The evaluation in Rel-18 SI has demonstrated the benefit of using sample-based data. However, there lacks the evaluation of path-based measurement to generate the input data currently.
· More flexibly by setting/configuring the sample parameter to balance the measurement overhead and positioning accuracy. For example, setting/configuring dense sampling cycles can further improve positioning accuracy, which has demonstrated at the evaluation of Rel-18 SI stage, if tight positioning accuracy is required, while setting/configuring spare sampling cycles can further reduce measurement overhead.
When specifying sample-based measurement as time domain channel measurements, the specification work involves how to identify the  relevant sampling parameter, and the benefit of sample-based measurement is well established and undeniable. Moreover, for specifying path-based measurement as time domain channel measurements, it is inevitable to specify how to identify the path among the different vendor, which is difficulty in standardization efforts comparing with sample-based measurement. Based on the analysis above, sample-based measurement should be prioritized.
[bookmark: _Toc163043878][bookmark: _Toc163044391][bookmark: _Toc165045487][bookmark: _Toc165277124][bookmark: _Toc166244277]Prioritized sample-based measurements over path-based measurement for model input, if down-selection between sample-based input and path-based input is needed.
[bookmark: _Toc165045488][bookmark: _Toc165277125][bookmark: _Toc166244278]If the sample-based measurement will be specified for support AI/ML based positioning, at least sampling period, the number of samples, and the window for sample should be specified.
Another issue has arisen regarding whether the same alternative(s) should apply to all cases or not. At least at the current stage where there is insufficient evaluation, it remains unclear that whether varying alternatives for different case provide any benefit, nor is it evident that adopting path-based measurement as model input for any case yields benefits. Hence, we lean towards applying the same alternative for all the cases.
[bookmark: _Toc163043879][bookmark: _Toc163044392][bookmark: _Toc165045489][bookmark: _Toc165277126][bookmark: _Toc166244279]Support applying the same alternative, i.e., sample-based measurement, for all the cases, unless new evaluation demonstrates additional benefits from applying the different alternatives for each case.
2.2 Entity for generating measurement and label for training data
[bookmark: _Hlk164937228][bookmark: _Hlk164936962]Measurement and its related data
Regarding the entity for generating the measurement and its related data for training data collection, it has agreed that TRP/gNB is designated for case 3a and case 3b, and the working assumptions for case 1, case 2a, and case 2b are[4]:
	Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.


For case 1 and case 2a, as the model is deployed at UE side, it makes sense that the UE/PRU measures the PRS and generates the corresponding input data when collect training data, other entity should be precluded to avoid the additional transfer/deliver of measurement. For case 2b, although the model is deployed at LMF side, the model input should be extracted from the measurement from UE as the case 2b is defined as ‘UE assisted positioning’.
[bookmark: _Toc165045490][bookmark: _Toc165277127][bookmark: _Toc166244280]Confirm the following working assumptions for the generating the measurement for training data of case 1, case 2a, and case 2b:
[bookmark: _Toc165045491][bookmark: _Toc165277128][bookmark: _Toc166244281]For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
[bookmark: _Toc165045492][bookmark: _Toc165277129][bookmark: _Toc166244282]For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Label and its related data
Regarding the entity for generating the label and its related data for training data collection, it has agreed that at least LMF is designated for case 3a:
	Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 


For case 1, case 2a, and case 2b, and case 3b, the label and its related data can be generated by PRU, LMF, and Non-PRU UE (FFS for case 3b). The detail working assumptions reached in last meeting are:
	Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.


Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
[bookmark: _Hlk164950177]For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.


According to TS 38.843[5], for AI/ML assisted positioning (case 2a and case 3a), the label for training the model may be LOS/NLOS indicator or timing estimation. As for the case 2a here, since a UE can measure the timing information (e.g., RSTD, UE Rx-Tx timing difference) or estimate the LOS/NLOS state by receiving the PRS and report it to LMF via LPP message NR-DL-TDOA-ProvideLocationInformation or NR-Multi-RTT-ProvideLocationInformation in current specification, it makes sense that the UE or LMF generates the label and its related data for collecting the training data. For direct AI/ML positioning (case 1, case 2b, and case 3b), the label is UE’s true location. According to the current positioning framework, the UE location can be generated by 
· PRU (according the definition of PRU)
· Non-PRU UE: by GNSS positioning method, sensor, or even positioning RS
· LMF: calculate by report measurement
For the case of label generated by UE or LMF, some companies concern that if the AI/ML model is activated to enhancement positioning accuracy, the legacy positioning e.g., by PRS/SRS or by GNSS positioning methods, is still inefficient in positioning accuracy. Conversely, if the legacy positioning is reliable in positioning accuracy, AI/ML based positioning may not be introduced/activated. However, the legacy positioning methods discussed here is used to the stage of data collection for training data, which is time-advanced comparing with the activation of AI/ML model for positioning. For example, a non-PRU UE can generate the location information for training data collection at timing t1 when the legacy positioning method is reliable in accuracy. The collected training data set can be used for subsequent model training. At timing t2 (after the timing t1), the UE may suffer a poor physical environment with heavy NLOS condition, the AI/ML model for positioning can be activated to instead the legacy positioning method, where the model is trained by the data collecting at timing t1. In additional, in order to training a model with well performance, a large number of data needs to be collected. It is unwise to preclude any entity to collect the data while the entity is capability to do it. Therefore, both PRU and non-PRU UE can be assigned to generate the label for collecting the training data.
[bookmark: _Toc165045528][bookmark: _Toc165277120][bookmark: _Toc166244235][bookmark: _Toc166244273]The legacy positioning method can still be used to generate the label for training data as data collection is time-advanced comparing with the activation of AI/ML model for positioning.
[bookmark: _Toc165045529][bookmark: _Toc165277121][bookmark: _Toc166244236][bookmark: _Toc166244274]A large number of training data is benefit to training a model with well-performance.
[bookmark: _Toc165045493][bookmark: _Toc165277130][bookmark: _Toc166244283]Confirm the following working assumptions for the generating the label for training data of case 1, case 2a, and case 2b:
[bookmark: _Toc165045494][bookmark: _Toc165277131][bookmark: _Toc166244284]For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
[bookmark: _Toc165045495][bookmark: _Toc165277132][bookmark: _Toc166244285]PRU
[bookmark: _Toc165045496][bookmark: _Toc165277133][bookmark: _Toc166244286]Non-PRU UE with estimated location
[bookmark: _Toc165045497][bookmark: _Toc165277134][bookmark: _Toc166244287]LMF
[bookmark: _Toc165045498][bookmark: _Toc165277135][bookmark: _Toc166244288]Support to generate the label by non-PRU UE with estimated location for collecting training data for case 3b, and confirm the following working assumptions:
[bookmark: _Toc165045499][bookmark: _Toc165277136][bookmark: _Toc166244289]For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
[bookmark: _Toc165045500][bookmark: _Toc165277137][bookmark: _Toc166244290]PRU
[bookmark: _Toc165045501][bookmark: _Toc165277138][bookmark: _Toc166244291]FFS: Non-PRU UE with estimated location
[bookmark: _Toc165045502][bookmark: _Toc165277139][bookmark: _Toc166244292]LMF

2.3 Quality indicator
Providing a label quality indicator is a crucial aspect of training a model with high-accuracy. The typical objective in data collection for model training and monitoring should be data sample which comprises both measurement for model input and corresponding ground truth label. The last meeting has agreed that quality indicator can be provide for measurement or label for training data collection.
	Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement


. According to this agreement, we now have two directions regarding the quality indicator definition:
· Quality indicator is defined for channel measurement (at least for model training)
· Quality indicator is defined for ground truth label
Moreover, we should also consider how to define quality indicator in a data sample level . For instance, we may define a quality indicator of data sample based on the quality indicator of channel measurement and/or quality indicator of label.  As a consequence, eventually, we can evaluate  each data sample in terms of whether it’s valid or not based on the data sample level quality indicator..
[bookmark: _Toc158130145][bookmark: _Toc158130272][bookmark: _Toc158130308][bookmark: _Toc158130485][bookmark: _Toc162861141][bookmark: _Toc163043873][bookmark: _Toc163044387][bookmark: _Toc165045503][bookmark: _Toc165277140][bookmark: _Toc166244293]A quality indicator should be defined for a data sample, and it’s determined based on the quality indicator(s), if available, of associated measurement and ground truth label.
A further issue raised by the quality indicator is whether the data generation entity should report data which only satisfying a requested/configured quality indicator threshold or the data generation entity can report the data regardless of the quality indicator threshold. 
In our view, either way has pros and cons, e.g., the former one has benefit in signaling overhead while may face the problems of lacking data above the quality indicator threshold (note that the evaluation shows that noisy label can also provide model performance improvement). 
On the other hand, the later one may have the issues of unnecessary signaling overheads. From our point of view, we may have a compromise way like that the data generation entity firstly reports the data fulfilling the quality indicator threshold and then reports supplemental data in case that the higher quality data number is not adequate.
[bookmark: _Toc158111137][bookmark: _Toc158130146][bookmark: _Toc158130273][bookmark: _Toc158130309][bookmark: _Toc158130486][bookmark: _Toc162861142][bookmark: _Toc163043874][bookmark: _Toc163044388][bookmark: _Toc165045504][bookmark: _Toc165277141][bookmark: _Toc166244294]Data generation entity can initially report the data fulfilling the quality indicator threshold and then reports supplemental data in case that previously reported quality data is not adequate.
As we know, the huge data samples size is a major concern in data collection procedure among different entities especially in aspect of UE/PRU coordination collection (ground truth label). E.g., the ground truth of UE coordination contains relative lager size of overhead in terms of global longitude and latitude information. However, we believe the global longitude and latitude information among UEs/PRUs nearby (within one country, state or even TRP cell) should have a number of redundant information. Therefore, we proposal to collect UE coordination information in a zone-based format where the zone size is predefined.
[bookmark: _Toc158111138][bookmark: _Toc158130147][bookmark: _Toc158130274][bookmark: _Toc158130310][bookmark: _Toc158130487][bookmark: _Toc162861143][bookmark: _Toc163043875][bookmark: _Toc163044389][bookmark: _Toc165045505][bookmark: _Toc165277142][bookmark: _Toc166244295]Support to collect UE coordination information in a zone-based format where the zone size is predefined.
It should be noted that the entity for generating the label may be different as the entity for generating measurement, i.e., Part A and Part B may or may not be generated by different entities, based on the agreement from last meeting. According to our understanding, there are at least three reasons why collecting measurement and label data at different entities is necessary:
· Feasibility: for case 3b, as the model input may be CIR/PDP/DP and the model output is UE location, it is necessary to match the CIR/PDP/DP and location as a valid instances of data using for training or monitoring the model since measurement for extracting CIR/PDP/DP may be report by gNB and location is calculated on the LMF side as the gNB is incapability to generate the UE location in current specification.


Figure 2. Example of generating Part A and Part B at different entity
· Load: if input and label are collected from the same entity, it is evident that the workload is heavy, especially when deploying AI/ML models at the UE side (cases 1 and 2a).
· Privacy: when it comes to generating ground truth labels for AI/ML-based positioning, if the network operator (NW) is responsible for providing timely ground truth labels based on NR RAT-dependent positioning methods for case 1 (AI/ML model deployed at the UE side), they may need to disclose the UE's positioning in a time-ordered manner, which may not be acceptable from a privacy perspective.
The working assumption from last meeting has identified that the entity for generating the ground truth label and the entity for generating measurement may be different. For example, the label may be generated by LMF while measurement is generated only by TRP/gNB for case 3b, thus it is inevitable to match the label and the measurement as an instance of training data or even monitoring data. Therefore, how to effectively match these measurements and labels if they are generated by different entities as an instance training data should be further study in RAN1.
[bookmark: _Toc165045506][bookmark: _Toc165277143][bookmark: _Toc166244296]Further study how to match a measurement and a label as a valid instance of training data or monitoring data, if the measurements and the labels are generated by different entities.

2.4 Mixed data for generalized model
Data collection is a critical step to in harnessing the benefits of AI/ML. Specifically, a well-curated dataset comprising reliable ground truth label is essential for training a high-accuracy model capable of inferring UE location accurately. In the context of Rel-18 AI/ML-based positioning discussions, it has been agreed upon that the following entities can be assigned to generate the ground truth label:
	•	UE with estimated/known location generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
· at least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· Network entity generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
· at least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
While a dataset from a single deployed scenario containing reliable ground truth (generated from UE or NW) is crucial for training the model, the model's accuracy can also be influenced by its generalization ability. Evaluations from Rel-18 have indicated that utilizing a mixed dataset comprising different drop/clutter parameters, network synchronization errors, and scenarios for training the model can enhance positioning accuracy. Additionally, this mixed dataset can be leveraged for retraining/fine-tuning to mitigate any degradation in positioning performance. Specifically, fine-tuning the AI/ML model with a limited amount of field data can approximate ideal positioning performance across various drops. Although the positioning accuracy of the AI/ML model tends to improve with an increasing number of field data used for fine-tuning, the effects may not always be readily apparent.
[bookmark: _Toc158032382][bookmark: _Toc158127773][bookmark: _Toc158130143][bookmark: _Toc158130270][bookmark: _Toc158130306][bookmark: _Toc158130483][bookmark: _Toc162861139][bookmark: _Toc163043871][bookmark: _Toc163044385][bookmark: _Toc165045507][bookmark: _Toc165277144][bookmark: _Toc166244297]Endorse the integration of mixed datasets from diverse drop/clutter parameters, network synchronization errors, and scenarios to train a model with robust generalization capabilities, or for fine-tuning the model to achieve higher accuracy in the target scenario in Rel-19.

2.5 Phase information for determining model input
It is very controversial to determine whether support phase information as model input. On one head, the evaluation in Rel-18 SI stage has demonstrated that using phase information in additional to timing and phase information can provide positioning accuracy benefit. On the other hand, the overhead of additional phase information is significant. However, positioning by using carry phase is introduced in Rel-18 to support high-accuracy positioning for carry phase positioning, which specify the phase measurement as DL RSCP, DL RSCPD, or UL RSCP. During the RAN1 #116 meeting, a deep discussion about whether support phase as model input is initiated. The last proposal given in the last meeting endorse the existed phase measurement as model input. The detail is:
	Proposal 2.4.3
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of phase information report taking at least Rel-18 measurements DL RSCPD, DL RSCP, UL RSCP (in addition to timing information and power information) for determining model input.
Note: potential alignment of the phase information above with path/sample based timing information report is not precluded and companies are to provide details. 


From our perspective, different cases may face the different situation, depending on whether the measurement will be transfer from UE/gNB to LMF.
Case 1, UE-based positioning with UE-side model
For this case, as the measurement is generated by UE/PRU and the model input is extracted from the measurement, there are no any specification effect in NW side at least for the determination of model input, since the model is deployed at UE side and the input data is also generated at UE side. From UE’s perspective, if the UE indeed thinks the phase information is necessary to achieve high accuracy positioning, the UE will measure phase information and input triplet {timing information, power information, phase information} to the model. Conversely, if the UE thinks the phase information is unnecessary, the UE will not measure the phase information or the measured phase information will not be inputted to the deployed model. Therefore, whether the phase information will be needed for determining model input is up to UE implementation, and there may be no any specification effect.


Figure 3. Procedure of Case 1

Case 2a, UE-assisted positioning with UE-side model
Same as case 1, as the measurement is generated by UE/PRU and the model input is extracted from the measurement for this case, there are no any specification effect in NW side at least for the determination of model input, since the model is deployed at UE side and the input data is also generated at UE side. From UE perspective, if the UE thinks the phase information is necessary to generate reliable timing estimation or LOS/NLOS indicator, the UE will measure phase information and input triplet {timing information, power information, phase information} to the model. Conversely, if the UE thinks the phase information is unnecessary, the UE will not measure the phase information and input it to the deployed model. Therefore, whether the phase information will be needed for determining model input is up to UE implementation, and there may be no any specification effect.


Figure 4. Procedure of Case 2a

Case 2b, UE-assisted/LMF-based positioning with LMF-side model
For this case, the measurement used for extracting model input is generated by UE/PRU. As the AI/ML model is deployed at LMF side, it is necessary to transmit the measurement to LMF, thus the it is not possible to be transparent at NW side, i.e., whether to specify phase information to determine is inevitable. From our perspective, the phase information is important to further enhancement positioning accuracy. If some companies worry the significant overhead, the phase information can be provided optionally. For example, if high positioning accuracy required, the phase information can be requested by LMF. As for the format of phase information, the measurement introduced in Rel-18 can be reuse to reduce specification work.
Case 3a, NG-RAN node assisted positioning with gNB-side model
Same as case 1, as the measurement is generated by TRP/gNB, and the model input is extracted from the measurement for this case, there are no any specification effect in UE side or LMF side at least for the determination of model input, since the model is deployed at gNB side and the input data is also generated at gNB side. From gNB perspective, if the gNB thinks the phase information is necessary to generate reliable timing estimation or LOS/NLOS indicator, the gNB will measure phase information and input triplet {timing information, power information, phase information} to the model. Conversely, if the gNB thinks the phase information is unnecessary, the gNB will not measure the phase information to input it to the deployed model. Therefore, whether the phase information will be needed for determining model input is up to gNB implementation, and there may be no any specification effect.
Case 3b, NG-RAN node assisted positioning with LMF-side model
Same as case 2b, the measurement used for extracting model input is generated by TRP/gNB. As the AI/ML model is deployed at LMF side, it is necessary to transmit the measurement to LMF, thus the it is not possible to be transparent at LMF side, i.e., whether to specify phase information to determine is inevitable. Similarly, if some companies worry about the significant overhead, the phase information can be provided optionally. For example, if high positioning accuracy required, the phase information can be requested by LMF. The format of phase information can also reuse the measurement introduced in Rel-18 to reduce specification work.
[bookmark: _Toc165045508][bookmark: _Toc165277145][bookmark: _Toc166244298]For case 1 and case 2a, whether support using phase as model input is up to UE implementation.
[bookmark: _Toc165045509][bookmark: _Toc165277146][bookmark: _Toc166244299]For case 3a, whether support using phase information as model input is up to gNB implementation.
[bookmark: _Toc165045510][bookmark: _Toc165277147][bookmark: _Toc166244300]For case 2b and case 3b, support reporting phase information as a component of the triplet {timing information, power information, phase information} for determining model input. The format of phase information reuses the measurement introduced in Rel-18 CPP, e.g., DL RSCPD, DL RSCP, UL RSCP.

2.6 Overhead reduction of measurement
According to TR38.843, the following entities can be designated to generate the measurement corresponding to model input:
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
Besides, the type of measurement corresponding to model input for direct AI/ML positioning identify as:
· Potential new measurement: CIR/PDP
· Existing measurement: e.g., RSRP/RSRPP/RSTD
According to the agreement of last meeting, the measurement for model input can be obtained based on DL PRS and UL SRS defined in TS38.211. Considering the significant size of a single instance of measurement for mode input, particularly in evaluations of AI/ML based positioning, if CIR or PDP is used as model input in the evaluation, the input dimension of the CIR/PDP determined by  * * , where  is the number of TRPs,  is the number of transmit/receive antenna port pairs,  is the number of time domain samples. As a result, a single instance of measurement for mode input may be sourced from multiple RS, inevitably leading to the overhead of RS transmission.
[bookmark: _Toc158130137][bookmark: _Toc158130264][bookmark: _Toc158130475][bookmark: _Toc162861133][bookmark: _Toc163036861][bookmark: _Toc165045530][bookmark: _Toc165277122][bookmark: _Toc166244237][bookmark: _Toc166244275]The significant overhead of positioning related RS transmission for generating measurement corresponding to model input may be unavoidable, given the input dimension of the CIR/PDP in Rel-18 evaluation.
Reducing the overhead of measurement for model input and associated RS transmission is crucial for the effective application of AI/ML for positioning. In Rel-18, methods were discussed to address the overhead of CIR/PDP, such as reducing the number of TRP and/or samples, or compressing the measurement or corresponding model input. Furthermore, for an AI/ML model deployed at UE/gNB/LMF side, an instance of measurement corresponding to the model input may remain valid for a period of time during model inference. In other words, if the AI/ML model is trained to predict past or delayed information relative to the timestamp of current input, a single measurement corresponding to model input can be reused multiple times, with the model output corresponding to different timestamps. Therefore, investigating the period of validity of measurement corresponding to the model input is another approach to mitigating the overhead of measurement.
[bookmark: _Toc163043877][bookmark: _Toc163044390][bookmark: _Toc165045511][bookmark: _Toc165277148]Support to setting the validity period of measurements to correspond with an instance of model input to overcome the measurement overhead.
3. Model training
Semi-supervised learning combines elements of supervised and unsupervised learning, utilizing a part amount of labelled data and another part amount of unlabelled data. This approach offers several key benefits, particularly when labelled data is scarce or expensive to obtain.
For AI/ML-based positioning, obtaining labelled data is intractable as the UE may be deployed in the heavy NLOS condition, that is also why the AI/ML model is introduced to infer the UE location. However, the collection of measurement for input is effortless based on current specification by the transmission/reception of PRS/SRS. In other wording, the obtention of measurement for input is more accessible than the obtention of measurement for output (or label) under the condition of RAT-dependant positioning method. Therefore, it is natural to support semi-supervised learning for AI/ML based positioning.
[bookmark: _Toc165045512][bookmark: _Toc165277149][bookmark: _Toc166244301]Support semi-supervised learning for AI/ML based positioning.

4. Model monitoring
Regarding how to determine the model monitoring metric, two agreements were reached at last meeting for case 1 and case 3a. We provide our perspective on for each cases according to these agreements below.
4.1 Case 1: UE-based positioning with UE-side model
For case 1, the it has agreed that model metric can be calculated at UE side or LMF side, the detail is:
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.


In our view, the main different between Option A and Option B is whether the LMF provide ground truth label or assistance data for calculating label to UE. For example, the LMF will provide ground truth label of the target UE in Option A-1, Option A-3, and Option A-4, and the LMF will provide position calculation assistance data in Option A-2, while the LMF does not provide any ground truth label or UE/PRU nor assistance data for calculating UE’s in Option B-1 and Option B-2. The main bullet of both Option A and Option B are all work and can be integrated to the current LPP message.
[bookmark: _Toc165045513][bookmark: _Toc165277150][bookmark: _Toc166244302]Support the main bullet of both Option A and Option B for case 1, i.e., both LMF and UE can perform monitoring metric calculation.
As for the sub-bullet is Option A and Option B, the model output is feasibility to be obtained at UE side without any specification effect. However, how to generate the ground truth label for performs monitoring is tricky. Unlike the data collection for model training where the data can be collected offline, the data for label-based monitoring requires the data will same deployment environment as the model deployed UE, where the label in the environment is inaccessible by non-AI method (that is why the AI/ML model is activated). If deploy the PRU with the same environment as the model deployed UE, the monitoring data is accessible as the PRU’s location is known at LMF and the measurement (very likely with the model deployed UE) can be obtained by the configured PRS, which is in line with the Option A-3 and Option B-2.
[bookmark: _Toc165045514][bookmark: _Toc165277151][bookmark: _Toc166244303]Prioritize Option A-3 if performs monitoring metric calculation at the target UE side.
[bookmark: _Toc165045515][bookmark: _Toc165277152][bookmark: _Toc166244304]Prioritize Option B-2 if performs monitoring metric calculation at the target LMF side.

4.3 Case 3a: NG-RAN node assisted positioning with gNB-side model
For case 3a, the last meeting also agreed that model metric can be calculated at gNB side or LMF side:
	Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation


As the last meeting has agreed that the label and its related data for case 3a can be generated at least by LMF for training data collection, that means the LMF is more feasibility than gNB to perform monitoring metric calculation since the transfer of model output from gNB to LMF (supported at current NRPPa message) is more feasibility than the transfer of label from LMF to gNB, while the transfer of the former is inevitable for Option B and the transfer of latter is inevitable for Option A. Therefore, Option B should prioritize for model monitoring of case 3a.
[bookmark: _Toc165045516][bookmark: _Toc165277153][bookmark: _Toc166244305]Recommend to RAN3 that prioritize Option B, i.e., LMF performs monitoring metric calculation for the model located at the NG-RAN node, for label-based model monitoring of case 3a. 

4.2 Case 2a: UE-assisted/LMF-based positioning with LMF-side model
Same as case 1, how to generate the ground truth label for performs monitoring is tricky, and the data for label-based monitoring requires the same deployment environment as the model deployed UE, where the label in the environment is inaccessible by non-AI method (that is why the AI/ML model is activated). If deploy the PRU with the same environment as the model deployed UE, the monitoring data is accessible as the PRU’s location is known at LMF and the measurement (very likely with the model deployed UE) can be obtained by the configured PRS. Therefore, it is recommended to provide the monitoring data by PRU. As for the entity for preform the metric calculation, the UE and LMF both show the advantage for doing it.
[bookmark: _Toc165045517][bookmark: _Toc165277154][bookmark: _Toc166244306] For model performance monitoring of AI/ML positioning Case 2a, support following options with regard to which entity is designated to generate model monitoring metric for model performance monitoring metric calculation in label-based model monitoring: 
· [bookmark: _Toc165045518][bookmark: _Toc165277155][bookmark: _Toc166244307]Option A. The target UE side performs monitoring metric calculation.
· [bookmark: _Toc165045519][bookmark: _Toc165277156][bookmark: _Toc166244308]Option B. The LMF performs monitoring metric calculation.

5. Reference signal
The last meeting agreed that measurements for determining model input are based on current DL PRS and UL SRS (without MIMO SRS). However, the enhancement on current reference signals is still crucial for other data collection, as it facilitates the collection of datasets for model training, inference, and monitoring.
Based on the agreements reached on Rel-18 SI, it is evident that the current reference signals require at least the following modifications to align with the introduction of AI/ML-based positioning:
· RS configuration request from data generation entity
The deployment of the AI/ML model has been approved for the UE side (case 1 and case 2a), gNB side (case 3a), and LMF side (case 2b and case 3b). However, deploying the model on the gNB side may present challenges, particularly regarding initiating data collection, including obtaining the ground truth label of UE location actively, as gNB is not equipped to initiate the positioning service. Consequently, this limitation impedes the gNB's ability to execute model training/retraining/fine-tuning or ground truth-based model monitoring without supported data transfer. Nonetheless, configuring RS (Reference Signals) requests through UE or LMF methods, such as on-demand PRS transmission introduced in Rel-17 positioning, remains feasible. Thus, it is worthwhile to explore gNB-initiated RS configuration requests to enable support for model training/retraining/fine-tuning or ground truth-based model monitoring at the gNB side.
[bookmark: _Toc158032378][bookmark: _Toc158130136][bookmark: _Toc158130263][bookmark: _Toc158130474][bookmark: _Toc162861132][bookmark: _Toc163036860][bookmark: _Toc165045531][bookmark: _Toc165277123][bookmark: _Toc166244238][bookmark: _Toc166244276]gNB is not one of the entities to initiate NR positioning requirement.
[bookmark: _Toc158032380][bookmark: _Toc158127771][bookmark: _Toc158130141][bookmark: _Toc158130268][bookmark: _Toc158130304][bookmark: _Toc158130481][bookmark: _Toc162861137][bookmark: _Toc163043869][bookmark: _Toc163044383][bookmark: _Toc165045520][bookmark: _Toc165277157][bookmark: _Toc166244309]Specific the gNB-initiate RS configuration request to facilitate model training/retraining/fine-tuning or ground truth based model monitoring at gNB side in Rel-19, at least for the case where data transfer is not supported.
· RS configuration change to adapt the difference LCM stage
Different RS configuration may be required for different stage of the LCM. For instance, considering solely the time domain of the RS in the stage of model training, model inference, and model monitoring,
· During the phase of model training, dense reference signal resource should be configured to collect more training data.
· During the phase of model inference, normal reference signal resource will be configured depending on requirements from UE, gNB or LMF.
· During the phase of model monitoring, a fewer reference signal resources should be configured to further reduce reference signal overhead while updating the AI model simultaneously.
[image: ]
Figure 3. Different RS period for model training/updating, model inference, and model monitoring.
However, the current configuration may not adequately address the varying requirement for different stage of LCM, considering differences in data size and data reliability, particularly concerning RS period and/or RS bandwidth. Therefore, it is significant to specific the distinct RS configuration patterns for the different stage of the LCM.
[bookmark: _Toc158032381][bookmark: _Toc158127772][bookmark: _Toc158130142][bookmark: _Toc158130269][bookmark: _Toc158130305][bookmark: _Toc158130482][bookmark: _Toc162861138][bookmark: _Toc163043870][bookmark: _Toc163044384][bookmark: _Toc165045521][bookmark: _Toc165277158][bookmark: _Toc166244310]Specific distinct RS configuration patterns for the different stage of the LCM, e.g., employing different time domain period for data collection between model training and model monitoring.
6. [bookmark: _Toc158032271]Compatible between UL positioning and DL positioning based on AI/ML model
The last meeting also discussed AI/ML based positioning for multi-RTT, eliciting by the discussion of reference timeline of case 3b. The following proposal were given by moderator for further collecting the opinions from companies.
	Proposal 2.2.2-2
Regarding using AI/ML based positioning to support multi-RTT,
· Case 2a and Case 3a can be used individually or used together to support multi-RTT
· Case 2b and Case 3b cannot be used individually or used together to support multi-RTT


Multi-RTT positioning shown the advantage of high accuracy and precision, and robustness in challenging environments. From RAN1 perspective, multi-RTT positioning based on AI/ML requires the measurement of both UL and DL, which may be generated by the deployed AI/ML models at both gNB side and UE side. However, if consider direct AI/ML positioning for multi-RTT, the challenge may be data collection for especially for training data, as which require the measurement of both gNB, measurement of UE, and the location of UE in a same time instance. Therefore, case 2a and case 3a can be used individually or used together to support multi-RTT, and case 2b and case 3b can be precluded.
[bookmark: _Toc165045522][bookmark: _Toc165277159][bookmark: _Toc166244311]Support the following proposal for AI/ML based multi-RTT positioning:
[bookmark: _Toc165045523][bookmark: _Toc165277160][bookmark: _Toc166244312]Regarding using AI/ML based positioning to support multi-RTT,
[bookmark: _Toc165045524][bookmark: _Toc165277161][bookmark: _Toc166244313]Case 2a and Case 3a can be used individually or used together to support multi-RTT
[bookmark: _Toc165045525][bookmark: _Toc165277162][bookmark: _Toc166244314]Case 2b and Case 3b cannot be used individually or used together to support multi-RTT

7. Conclusion
In this contribution, we discussed the issues of AI/ML for positioning accuracy enhancement. Observations and proposals are summarized as following:
Observation 1:	Ambiguity of sample-based measurement are：
−	There lacks the definition/specification to generate the sample-data among different vendors.
Observation 2:	Ambiguity of path-based measurement are：
−	The definition of identifying the path is ambiguity in the specification
−	Different vendors may use different algorithms to identify the path in their implementation
Observation 3:	The legacy positioning method can still be used to generate the label for training data as data collection is time-advanced comparing with the activation of AI/ML model for positioning.
Observation 4:	A large number of training data is benefit to training a model with well-performance.
Observation 5:	The significant overhead of positioning related RS transmission for generating measurement corresponding to model input may be unavoidable, given the input dimension of the CIR/PDP in Rel-18 evaluation.
Observation 6:	gNB is not one of the entities to initiate NR positioning requirement.

Proposal 1:	Prioritized sample-based measurements over path-based measurement for model input, if down-selection between sample-based input and path-based input is needed.
Proposal 2:	If the sample-based measurement will be specified for support AI/ML based positioning, at least sampling period, the number of samples, and the window for sample should be specified.
Proposal 3:	Support applying the same alternative, i.e., sample-based measurement, for all the cases, unless new evaluation demonstrates additional benefits from applying the different alternatives for each case.
Proposal 4:	Confirm the following working assumptions for the generating the measurement for training data of case 1, case 2a, and case 2b:
−	For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
−	For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Proposal 5:	Confirm the following working assumptions for the generating the label for training data of case 1, case 2a, and case 2b:
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
−	PRU
−	Non-PRU UE with estimated location
−	LMF
Proposal 6:	Support to generate the label by non-PRU UE with estimated location for collecting training data for case 3b, and confirm the following working assumptions:
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
−	PRU
−	FFS: Non-PRU UE with estimated location
−	LMF
Proposal 7:	A quality indicator should be defined for a data sample, and it’s determined based on the quality indicator(s), if available, of associated measurement and ground truth label.
Proposal 8:	Data generation entity can initially report the data fulfilling the quality indicator threshold and then reports supplemental data in case that previously reported quality data is not adequate.
Proposal 9:	Support to collect UE coordination information in a zone-based format where the zone size is predefined.
Proposal 10:	Further study how to match a measurement and a label as a valid instance of training data or monitoring data, if the measurements and the labels are generated by different entities.
Proposal 11:	Endorse the integration of mixed datasets from diverse drop/clutter parameters, network synchronization errors, and scenarios to train a model with robust generalization capabilities, or for fine-tuning the model to achieve higher accuracy in the target scenario in Rel-19.
Proposal 12:	For case 1 and case 2a, whether support using phase as model input is up to UE implementation.
Proposal 13:	For case 3a, whether support using phase information as model input is up to gNB implementation.
Proposal 14:	For case 2b and case 3b, support reporting phase information as a component of the triplet {timing information, power information, phase information} for determining model input. The format of phase information reuses the measurement introduced in Rel-18 CPP, e.g., DL RSCPD, DL RSCP, UL RSCP.
Proposal 15:	Support semi-supervised learning for AI/ML based positioning.
Proposal 16:	Support the main bullet of both Option A and Option B for case 1, i.e., both LMF and UE can perform monitoring metric calculation.
Proposal 17:	Prioritize Option A-3 if performs monitoring metric calculation at the target UE side.
Proposal 18:	Prioritize Option B-2 if performs monitoring metric calculation at the target LMF side.
Proposal 19:	Recommend to RAN3 that prioritize Option B, i.e., LMF performs monitoring metric calculation for the model located at the NG-RAN node, for label-based model monitoring of case 3a.
Proposal 20:	For model performance monitoring of AI/ML positioning Case 2a, support following options with regard to which entity is designated to generate model monitoring metric for model performance monitoring metric calculation in label-based model monitoring:
-	Option A. The target UE side performs monitoring metric calculation.
-	Option B. The LMF performs monitoring metric calculation.
Proposal 21:	Specific the gNB-initiate RS configuration request to facilitate model training/retraining/fine-tuning or ground truth based model monitoring at gNB side in Rel-19, at least for the case where data transfer is not supported.
Proposal 22:	Specific distinct RS configuration patterns for the different stage of the LCM, e.g., employing different time domain period for data collection between model training and model monitoring.
Proposal 23:	Support the following proposal for AI/ML based multi-RTT positioning:
−	Regarding using AI/ML based positioning to support multi-RTT,
	Case 2a and Case 3a can be used individually or used together to support multi-RTT
	Case 2b and Case 3b cannot be used individually or used together to support multi-RTT
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