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[bookmark: _Ref513464071]Introduction
In RAN#104, WID for AI/ML for NR air interface was approved [1]. The WID contains the following items for AI/ML positioning.   
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning


In this contribution, specification support for AI/ML positioning is discussed based on the agreements made in RAN1#116b.
[bookmark: _Hlk101726869]Support for AIML positioning
Prioritization
In the AI/ML WID [1], it is described to discuss a framework for AIML positioning to support Case 1, Case 3b and Case 3a as the 1st priority while Case 2a and Case 2b will be treated at the 2nd priority.
It should also be noted that in the RAN2 agenda [2], it is noted under agenda item 8.1.2.3 that “Contributions should focus on UE-sided model, but can discuss NW-sided model and should focus on 1st priority positioning use cases ”. Therefore, any agreements made in RAN1 related to 2nd priority cases may not be treated in RAN2. Given the limited amount of time units during Release 19 and amount of effort required to coordinate with the general framework, it is recommended that RAN1 does not discuss cases that have the 2nd priority.
Proposal 1: Postpone any discussion related to 2nd priority cases until framework to support the 1st priority items is stabilized
In this contribution, we focus on the discussion for the 1st priority cases.
Details related to data collection
Overview
For positioning sub-use case, training data for AIML based positioning consists of ground truth and inputs to an AIML model where inputs may consist of measurements made on received DL-PRS. Some examples of measurements are Channe Impulse Response (CIR), Power Delay Profile (PDP), Delay Profile (DP), timing or power measurements as identified during the study item phase [3]. For UE-based AIML based positioning with one-sided model, how the training data or data needed for LCM can be acquired needs to be discussed. 
Entities that can generate the ground truth for Case 3b
In RAN1#116b [4], the following agreements were made regarding entities which can generate the ground truth. 
	Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.


Regarding Case 3b, FFS was placed on “Non-PRU UE with estimated location”. In all cases, PRU and non-PRU UE were identified as entities which can provide the ground truths directly or indirectly to the entity which holds AIML models. Therefore, in principle, non-PRU UEs which reports its location to the LMF under UE based positioning methods (e.g., UE-based DL-TDOA) or whose location is determined by the LMF based on the reported measurements (e.g., UE-assisted DL-TDOA) should be used by the LMF as the source of the ground truth. 
Observation 1: Through UE-based positioning methods or UE-assisted positioning methods, the LMF can acquire location information of non-PRU UEs
We make the following proposal:
Proposal 2 : For Case 3b, support non-PRU UEs with estimated location to provide the label and its related data.
Details related to ground truth label quality indicator for Case 1
In TR 38.853, the following agreement made during the study item phase is captured; PRU and/or UE can generate the ground truth label and label quality indicator can be generated by the UE or network which may use RAT dependent or RAT independent positioning method to estimate its location.
	-	The following options of entity and mechanisms to generate ground-truth label are identified:
-	UE with estimated/known location generates ground-truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
-	At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	Network entity generates ground-truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
-	At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least PRU is identified to generate ground-truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	At least LMF with known PRU location is identified to generate ground-truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least network entity with known PRU location is identified to generate ground-truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
-	The following options of entity to generate other training data (at least measurement corresponding to model input) are identified:
-	For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
-	PRU 
-	UE
-	For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
-	TRP


As quality of training data determines quality of the trained AIML model, integrity of training data becomes critical. For UE-sided model, the UE needs to quality of the training data based on the ground truth label quality indicator and there is a need to define a ground truth label quality indicator associated with one value of a ground truth label. For example, one PRU location can be associated with a ground truth label quality indicator. In addition, since density of deployment of PRUs is not clear, UE location information can be also used as the ground truth and corresponding ground truth label quality indicator should be specified.
Proposal 3: A ground truth label quality indicator is associated with a UE or PRU location
Regarding the ground truth label quality indicator, our proposal is to define a hard value (1 or 0) or soft value (0, 0.1, 0.2, …, 1.0) to indicate the reliability of the ground truth label. A hard indicator value of “1” can be used for the ground truth label associated with a PRU. A hard indicator value of “0” can be used for the ground truth label generated by a UE.  
For a soft indicator, the indicator can indicate the quality of the ground truth. For example, the value of “0.9” indicates relatively high confidence in using the associated ground truth for training an AIML model. A soft ground truth label quality indicator can be used to indicate reliability in the ground truth. For example, ground truth label quality indicator  can be assigned the ground truth generated by a PRU. A ground truth label quality indicator with   can be assigned to the ground truth or UE location estimate generated by a UE. Finally, a ground truth label quality indicator with  can be assigned to the UE location estimate. For Case 1, our view is that the ground truth label quality indicator should be generated by the network and provided to the UE. Thus, the following proposals are made. 
Proposal 4: Support both hard (1 or 0) and soft indicator (0, 0.1, 0.2, …, 1.0) for a ground truth label quality indicator
Proposal 5: A soft or hard ground truth label quality indicator x=1 is associated with PRU location
Proposal 6: A soft ground truth label quality indicator 0<x<1 is associated with UE location estimate
Proposal 7: A soft or hard ground truth label quality indicator x=0 is associated with UE generated measurements/ground truth using interpolated or extrapolated “virtual” measurements
It should be noted that the ground truth label quality indicators will need to be specified at least for Case 1. For Case 3a, since the case concerns a gNB-side model and AIML assisted positioning where the ground truth is not location information, the ground truth label quality indicator discussed here is not applicable. Finally, for case 3b, since the case concerns an LMF-side model, there is no need to specify the ground truth label quality indicator since, as it will be discussed for our Proposal 9, the LMF should be the only entity which can issue the ground truth label quality indicator.
Proposal 8: A ground truth label quality indicator associated with a PRU or UE location needs to be specified at least for Case 1

Obtaining the ground truth label quality indicator
In TR 38.843 [3], the following options are identified as entities which can generate a ground truth label quality indicator:
· UE with estimated/known location generates ground-truth label and corresponding label quality indicator
· Network entity generates ground-truth label and corresponding label quality indicator
In positioning, uncertainty for UE location estimate is specified [4]. However, uncertainty is determined by the UE if UE based positioning is implemented. Thus, in NLOS heavy environment assumed for the positioning use case, the UE could be locked on an inaccurate position estimate as illustrated in Figure 1.
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Figure 1 An example of uncertainty related to UE location estimate
If the UE determines the ground truth label quality indicator based on the uncertainty derived at the UE, the generated ground truth label quality indicator may be unreliable as the estimate UE location may be inaccurate. 
Observation 2: A ground truth label quality indicator or uncertainty metrics for estimated location generated by a UE or PRU may be unreliable as the estimate UE location may be inaccurate
To solve this issue, we propose that the network is the only entity that generates ground truth label quality indicators. 
We also propose to allow the UE to request the LMF to generate the ground truth label quality indicator, where the LMF generates the indicator based on the measurements and UE location estimate made by the UE. It is assumed throughout NR positioning work that the LMF can collect a large amount of data from UEs and generate assistance information (e.g., LOS status between TRP and UE, or along PRS). Thus, the LMF should be able to generate a ground truth label quality indicator by comparing reported measurements and UE estimate against its database of collected measurements and UE location estimates. With this approach, the UE can obtain a reliable ground truth label quality indicator from the network.
The UE can request for a ground truth label quality indicator from the network. The UE can send measurements and associated UE location estimate to the network and obtain the ground truth label quality indicator from the network.
Proposal 9: In Case 1, the LMF is the only entity that can generate a ground truth label quality indicator associated with location information
Proposal 10: In Case 1, the LMF can provide a generated ground truth label quality indicator associated with location information to the UE
The UE can request for a certainty level of quality for the ground truth from the network as the UE may have a specific requirement for creating a training dataset.
Proposal 11: In Case 1, support the target UE to request to the LMF a specific level (e.g., above a threshold) of a ground truth label quality for LMF measurement forwarding
Generation of ground truth label for LCM for Case 1
Option A : UE side performance monitoring
In RAN1#116b, the following agreement was made to identify potential options to enable UE or LMF to perform performance monitoring.
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.


In the above options, how the ground truth can be delivered to the UE during labeled-based LCM are discussed. 
Option A-1
Under Option A-1, the LMF provides the ground truth to the UE. The UE can use the received ground truth for the purpose of performance monitoring. The target UE can send measurement reports and obtain the estimated UE location from the LMF. As the LMF can acquire measurements and location information of other UEs, the ground truth provided by the LMF is more reliable than the ground truth generated by the UE. A similar mechanism supported in UE-assisted positioning such as DL-TDOA or DL-AoD can be considered for this option as the aforementioned methods require the UE to report measurements.
Option A-2
In this option, the UE receives assistance data from the network which may aid the UE during performance monitoring. The contents of the assistance data may be similar to the assistance data specified for UE-based positioning methods (e.g., UE-based DL-TDoA, UE-based DL-AoD) specified in NR positioning. For example, as described in TS 38.305, assistance data may contain AoD for each DL-PRS, beam information and associated uncertainty, synchronization error at the network.
Option A-3
During Release 18, PRU (Positioning Reference Unit) measurement forwarding by the LMF for NRCP (NR Carrier Phase) positioning was supported [6, 7]. Using the supported functionality, a UE can request for measurements made by PRU to the network. As a response for the request made by the target UE, the LMF can send timing, power and phase measurements (e.g., NRCP, RSTD, RSRP) made by the PRU to the target UE who made the request. Under Option A-3, the supported functionality will be considered as the baseline.
The measurement forwarding functionality can be used to deliver data needed for LCM to a UE. As the location of the PRU is known by the LMF, the measurements and location information, i.e., the ground truth, can be reliable and used for LCM. An additional benefit of the functionality, in the context of LCM for AIML positioning, is that the LMF can check the content of the data to be forwarded. The inspection of forwarded data by the LMF maintains the integrity of the data used for LCM.
As the current specification supports only forwarding of measurements made by PRU and PRU location, the content of forwarded information needs enhancement for the purpose of AIML positioning. For example, the hard or soft ground truth label quality indicator needs to be associated with the ground truth, i.e., PRU or UE location information.
Observation 3: Option A-1, A-2 and A-3 can consider existing frameworks in NR positioning as the starting point
Observation 4: The content of transferred assistance data may need enhancement for AIML based positioning for Option A-3
Thus, the following proposal is made as Option A-1, A-2 and A-3 can be achieved starting with the existing framework. In addition, Option A-1, A-2 and A-3 can co-exist as each option relies on different network functionalities, namely LMF-based determination of UE location, provision of assistance information by the LMF and measurement forwarding from the LMF.
Proposal 12: For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, support Option A-1, A-2 and A-3.
Option A-4
Under Option A-4, the ground truth may be provided to the UE side by PRU or other UEs. The ground truth for the purpose of performance monitoring can be provided to the UE via OTT. In this option, provision of the ground truth to the UE can be done transparently. One difference about Option A-4, compared to other options is that the LMF may not be aware of the ground truths collected at the UE. In addition, the network may not be aware of the status of performance monitoring or performance of the AIML model at the UE under this option.
Observation 5:  Under Option A-4, status of performance monitoring and data collected for the purpose of performance monitoring may be hidden preventing the LMF having a control of LCM including initiation of LCM. 
In addition, the observation above, related to Option A-4, is not consistent with the following agreement made in RAN2#125b [8] where “network decision, network-initiated” is considered as the baseline for LCM.
	Agreements:
1 For UE-sided model, for the functionality management, the “network decision, network-initiated” AI/ML management is supported as a baseline.  The following can be considered further “UE autonomous, decision reported to the network”, “Network decision, UE-initiated” (i.e. proactive approach).  
2 “UE-autonomous, UE’s decision is not reported to the network” is not considered for Rel-19


Observation 6:  Option A-4 is not aligned with the baseline approach agreed in RAN2 for LCM, “network decision, network-initiated” 
Based on the above observations, Option A-4 may hide the details of performance at the AIML model at the UE which will not allow the network to make a decision related to LCM at the UE. Therefore, the following proposal is made.
Proposal 13: For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, do not support Option A-4
Option B : LMF side performance monitoring
Per RAN2 agreement, “network decision, network-initiated” LCM will be considered as the baseline. Variants under Option B consider the UE to report inference to the network. Thus, the baseline framework agreed in RAN2 is aligned with Option B where the UE needs to report inference to provide the network assistance information to assist the LMF make a decision during LCM. It should be noted that once Option B-1 is supported, Option B-2 can also be supported by using LMF measurement forwarding mechanism. In general, variants under Option B will require the UE to report inference to the network and details related to the content of the reports needs to be agreed. Considering variants under Option A can be realized using frameworks used in NR positioning, we propose to specify the variants of Option A first. 
Proposal 14: Prioritize specification of variants of Option A over specification of Option B.
LCM decision : UE or LMF side decision
Under Option A or Option B, it should be discussed whether LCM decisions are made at the UE or LMF. For example, under Option A, the UE may report performance metrics to the LMF so the LMF can make a LCM related decisions. For Option B, since inference is reported to the LMF, the LMF will make LCM related decisions. Such discussion can take place once we have a conclusion for discussion for model identification.
Observation 7: RAN1 needs to discuss whether the UE reports performance metrics to the network under Option A
Need for new measurements
Need for sampled and/or path-based measurements
The following agreements were made in RAN1#116 [10]. Timing and/or power information can be reported to the LMF by the gNB in case 3b. 
	Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.


In addition, the following agreement was made to further study whether path-based or sampled-based measurements should be made for time domain channel measurements (e.g., CIR, PDP, DP). In the proposed sampled based measurements, the UE is required to report measurements at integer multiple of sampling periods.
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.


We performed numerical evaluation to compare the accuracy performance of AIML based positioning using path or sample based CIR or PDP measurements. In the evaluation, to evaluate effectiveness of sampled-based measurements, CIR or PDP measurements consisting of 32 equally spaced samples are used as inputs for the AIML model. For path-based measurements, CIR or PDP are determined based on a path detected inside an equally spaced and non-overlapping windows. To generate path-based measurements, 32 windows are configured and the UE attempted to detect a path during the window.
Table 1 AIML-based positioning accuracy performance comparison using path or sample based CIR or PDP measurements
	Model input
(N’TRP * Nt *2) where 2 indicates the complex number factor
	Model output
	(Percentage of training data set without) Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Train
	Test
	Model complexity
	Computation complexity
	AI/ML

	CIR
Path based 
(18*32*2)
	UE position
	0% (default)
	60%, 6m, 2m
	16000
	4000
	36M
	767 M
	1.14

	CIR 
Sample based 
(18*32*2)
	UE position
	0% (default)
	60%, 6m, 2m
	16000
	4000
	36M
	767 M
	1.15

	PDP 
Path based 
(18*32*1)
	UE position
	0% (default)
	60%, 6m, 2m
	16000
	4000
	36M
	767 M
	0.93

	PDP 
Sample based 
(18*32*1)
	UE position
	0% (default)
	60%, 6m, 2m
	16000
	4000
	36M
	767 M
	0.89


Detailed evaluation assumptions are shown in Appendix. It is clear from the results that marginal performance difference is observed between path-based and sample-based AIML model inputs. According to the evaluation results, the following observation is made.
Observation 8: Merginal performance difference is observed between the accuracy performance of AIML based positioning using path based and sampled based measurements for CIR and PDP.
In RAN1#116b, discussions related to consistency in channel measurements was discussed. Since path based measurements may depend on vendor’s implementation of path detection algorithms, concerns were raised regarding consistency in path based measurements. It should be noted that sample based measurements also depend on consistency. For example, power measurements may depend on RF characteristics of UE’s hardware or antenna configuration at the UE. Alignment of samples may be different across UE vendors’ measurements as timing synchronization or correction algorithms may be different between vendors’ implementations. Finally, as the UE, gNB or LMF collect measurements from a variety of UE or network vendors, preservation of consistency across measurements may not be needed for AIML based positioning as inconsistencies may be lessened while processing measurements to be used for AIML model inputs.
Observation 9: Inconsistency in sampled based measurements may be observed through different implementations for power measurements or synchronization 
In current specification [4], Alternative (b) is already supported where relative ToA (as shown below) can be reported with respect to the reference path at a variety of granularities. NR-AdditionalPathList from TS 37.355 is shown below.
-- ASN1START

NR-AdditionalPathList-r16 ::= SEQUENCE (SIZE(1..2)) OF NR-AdditionalPath-r16

NR-AdditionalPathListExt-r17 ::= SEQUENCE (SIZE(1..8)) OF NR-AdditionalPath-r16

NR-AdditionalPath-r16 ::= SEQUENCE {
	nr-RelativeTimeDifference-r16	CHOICE {
				k0-r16					INTEGER(0..16351),
				k1-r16					INTEGER(0..8176),
				k2-r16					INTEGER(0..4088),
				k3-r16					INTEGER(0..2044),
				k4-r16					INTEGER(0..1022),
				k5-r16					INTEGER(0..511),
				...,
				kMinus1-r18				INTEGER(0..32701),
				kMinus2-r18				INTEGER(0..65401)
	},
	nr-PathQuality-r16				NR-TimingQuality-r16					OPTIONAL,
	...,
	[[
	nr-DL-PRS-RSRPP-r17				INTEGER (0..126)						OPTIONAL
	]]
}

-- ASN1STOP
Furthermore, reporting granularity of  and additionally  per agreement in RAN1#115 [8] shown below, is supported in Release 18 positioning. For example,  corresponds to the reporting granularity of  and  corresponds to .
	R1-2311464	Summary #1 for BW aggregation positioning	Moderator (ZTE)

Agreement
The new ReportingGranularityfactor also supports k = {-3, -4, -5, -6} in addition to {-1, -2} 
· These k values are applicable for timing measurements for all applicable positioning methods
· Support for both DL and UL
· Support for both FR1 and FR2
· Reply the RAN4 LS R1-2310797, and CC to RAN2 and RAN3.


As the path-based reporting in Release 18 supports different granularities, Alternative (a) where the timing information is an integer multiple of sampling periods can also be supported easily even when the sampling period is based on oversampled period. From our perspective, path based reporting with specified granularity in Release 18 should provide enough flexibility in time domain channel measurements for AIML positioning. Thus the following proposals are made.
Proposal 15: For case 3b and case 1, support Alternative b for representation of time domain channel measurements and reuse path-based reporting with the granularity up to k=-6 as specified in Release 18.
For Case 3a, the AIML model may yield timing information which may not be aligned with sampling or oversampling periods. Thus, Alternative (b) will be more suitable than Alternative (a) which limits granularity of timing information to sampling over oversampling periods.
Proposal 16: For case 3a, support Alternative (b) since an AIML model may be able to estimate ToA that is not aligned with sampling periods. 
For Case 3b, UL SRS-RSRPP can be used to express a power profile of the channel. UL-RTOA can be reported per path. Correlating UL SRS-RSRPP and UL-RTOA, the gNB can provide both PDP and DP to the LMF.
Observation 10: For case 3b, UL-RTOA and SRS-RSRPP can be combined to report PDP and DP
Based on the observation, the following proposal is made.
Proposal 17: For direct AI/ML based positioning, for case 3b, no enhancements are needed for UL measurements (UL-RTOA, SRS-RSRP and SRS-RSRPP) reported from the gNB to LMF
For DL timing measurements, DL-RSTD is computed with respect to the ToA of the reference PRS and target PRS. Additional paths can be reported for DL-RSTD. PDP and DP with respect to the reference PRS can be supported using the existing DL-RSTD measurement. 
The trade-off among horizontal positioning accuracy and measurement size, accuracy for different model input types(e.g., CIR, PDP, RSRP and RSRP+RSTD) and model input sizes are compared in Table 7 of [9]. The results indicated that existing measurements can be used as fingerprints for the purpose of AIML positioning.
Proposal 18: For direct AI/ML based positioning, for case 1, adopt RSRP, RSRPP and DL-RSTD measurement for the UE to determine input for an AIML model for direct AIML positioning
Timestamp for measurements
The following agreement was made regarding the reference time for UL measurements. 
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 


For DL measurements, the timestamp is expressed in terms of SFN. SFN or hyper SFN may rollover at the limit. Thus, for the UE to determine time validity of an AIML model based on the timestamp associated with measurements or ground truth, the current measurement timestamp expressed in terms of SFN may not be useful to keep track of time when the AIML training data was generated.
Since, in Case 1, the UE can collect measurements for training an AIML model via LMF forwarding, a new timestamp with longer time coverage than SFN can be included in the forwarded measurements. This may introduce the smallest spec impact since we don’t need to define a new timestamp (potentially with absolute time) which may be needed to be sent from the network for every measurement the UE makes or determined by the UE.
Observation 11: For DL timing measurements, timestamp associate with the measurement is expressed in terms of SFN which rolls over.
Proposal 19: For Case 1, include a timestamp in the measurement forwarded by the LMF in absolute time to indicate when the measurement was made
Proposal 20: For Case 1, the timestamp with absolute time should be included per measurement in the measurement forwarded by the LMF
Need for CIR and phase measurements
Although CIR was identified as the most effective AIML model input for AIML based positioning and the following agreement was made in RAN1#116 to study the feasibility of deriving CIR.
	Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


A CIR may be defined as path or sample based measurements where each path or sample may contain power, phase and timing information. As specified in TS 38.215 [5], phase measurement for the first path is specified as phase measurement for  is considered not feasible. Thus, CIR which requires phase measurement for all taps will not be realizable. Thus the following proposal is made.
Proposal 21: Do not introduce CIR where all paths or samples (if supported) have phase information 
As described above, the first-path phase measurement, e.g.., RSCP, RSCPD, is supported in Rel. 18 NR positioning. Thus, the following proposal is made.
Proposal 22: Support first-path phase measurement, namely RSCP and RSCPD, for AIML based positioning
Definition of functionalities for AIML positioning
As shown below, WID [1] indicates support for functionality based model identification and LCM at least for one-sided model. Justification is needed for model based LCM, according to the WID.
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback


In TR 38.843 [2], the following definition is used for identification of functionalities.
	Functionality identification: A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE. Note: Information regarding the AI/ML functionality may be shared during functionality identification. Where AI/ML functionality resides depends on the specific use cases and sub use cases.


Some examples of functionalities for AIML may be positioning and beam management, indicating the purpose an AIML model is used for. An AIML model may be trained differently based on the environment such as indoor, outdoor, LOS heavy or NLOS heavy environment. Thus, allocating one model per functionality may not be sufficient. There may be more than one models for a given functionality and identify for each model becomes important for LCM. 
Thus, granularity of the functionalities need to be discussed. Granularity of a functionality can be defined according to some of PRS configurations. For example, an AIML model can be associated with a cell (cell-level functionality). If the UE changes a cell, the UE can decide whether to keep using the AIML model or use a different AIML model that is associated with a new cell. An AIML model can be associated with PRS frequency layers (frequency level functionality). For example, an AIML model can be trained with a set of PRS frequency layers as the performance of an AIML model may be dependent on configured PRS frequency layers. If the UE moves to a new area where the TRP uses a different or a subset of frequency layers from the ones the AIML model is trained with, the UE should decide whether to use a new AIML model that is associated with a different set of frequency layers or not.
Observation 12: Granularity of functionality for AIML positioning needs to be discussed as there can be more than one model per functionality (e.g., positioning)
Based on the above analysis, the following proposal is made.
Proposal 23: For AIML based positioning, AIML based positioning can be a functionality
Consistency between training data and inference
Area based consistency is defined as follows; training data and inference are generated based on AIML model inputs corresponding to the same area. An example of the area is a cell. For AIML based positioning, an AIML can be trained within a cell or area (e.g., collection of cells). Therefore, the UE can determine whether the trained AIML model can be used or not, based on the cell or area that is associated with the AIML model. If the UE is not located within the cell or area that the AIML model is associate with, the UE determines not to use AIML based positioning. Thus, the following proposals is made
Proposal 24: Support area for consistency where training data and inference are considered consistent if inference is generated based on AIML model inputs corresponding to the same area
AIML assisted positioning
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.



One of the discussion points for AIML assisted positioning is whether to include an indication that the timing information is based on the AIML inference. To indicate to the LMF that reported information is either actual or inferred measurements, the following proposal is made. 
Proposal 25: For AIML assisted positioning, support an indication in the measurement report to indicate the reported timing measurement is inferred.
The above proposal infers that AIML based positioning can be supported within existing positioning methods. Details of how AIML based positioning can be supported within the existing positioning methods can be found in Section 2.9 in this contribution.
The following agreement was made in RAN1#116b.
	Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· [bookmark: _Hlk164927669]Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation



The options in the agreement can be summarized as follows. In the examples below, the LOS indicator is used as an example.
In Option A, the gNB generates inference and obtains ground truth (e.g., ideal LOS indicator) from the LMF. 
In Option B, LMF generates ground truth. LMF obtains inference from the gNB. Therefore, the LMF has information (ground truth and inference) to perform model monitoring. If monitoring performance deteriorates, the LMF can tell the gNB to stop AIML assisted positioning. This option assumes that data collection and training was done by the LMF as well.
In terms of signaling, Option A requires less signaling than Option B since the gNB needs only the ground truth from the LMF while gNB and LMF need to exchange inference and model activation/deactivation signaling under Option B. In addition, for Option B, the LMF may need to transfer ground truth for training purpose which adds further signaling.
Proposal 26: From RAN1 perspective, support Option A (NG-RAN node performs monitoring metric calculation for its own model) for performance monitoring calculation
How the ground truth for timing information can be determined for Case 3a should be discussed. Examples of timing information considered under Case 3a are RTOA and gNB Tx-Rx time. To determine the RTOA, the gNB or LMF needs to know Tx timing information at the UE. For gNB Tx-Rx time, the LMF needs to know both Tx and Rx time at the UE.
Proposal 27: Study feasibility of obtaining the ground truth for timing information for Case 3a
Performance monitoring for LMF-sided model
In RAN1#116, The following agreements are made regarding LMF-side model.
	Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 


For Case 3b, LMF has the model. The gNB only reports measurements to the LMF. As discussed in  Proposal 15, no enhancement to existing measurements reported by the gNB to the LMF are needed. In addition, since Case 3b concerns UL positioning, the UE does not report measurements to the LMF. In addition, since configuration for SRS or SRS for positioning offer a variety of configurations no additional enhancements for assistance information is needed. Thus, the following proposal is made:
Proposal 28: For Case 3b, specification enhancement is not needed for assistance information and/or measurement report sent from UE/PRU and/or gNB to LMF to assist LMF for the performance monitoring.
Support for new AIML based positioning methods
Support for the multi-RTT positioning method
The FL discussed the proposal below in [11] to initiate discussions on how to support multi-RTT positioning in AIML based positioning.
	Proposal 2.2.2-2
Regarding using AI/ML based positioning to support multi-RTT,
· Case 2a and Case 3a can be used individually or used together to support multi-RTT
· Case 2b and Case 3b cannot be used individually or used together to support multi-RTT


The multi-RTT positioning method can be supported without relying on combination of cases. Whether RTT can co-exist with AIML positioning should be discussed first. As explained below, once the LMF configures the RTT positioning method, case 3b or case 3a can be used to support RTT positioning along with AIML based positioning. Examples of how the RTT based positioning method can coexist with AIML based positioning are shown below.
For example, the positioning method in Case 3b (NG-RAN assisted LMF side model with AIML direct positioning) can be used along with RTT measurements. Once the LMF configures the RTT positioning method for the gNB and UE, gNB and UE can report gNB Rx-Tx and UE Rx-Tx to the LMF, respectively. The LMF can use the reported measurements to determine the AIML model inputs.
Observation 13: For Case 3b, the existing RTT positioning method can be used without any specification impact and coexist with AIML based positioning
For Case 3a (gNB side model with AIML assisted positioning), the AIML model at gNB can yield estimated gNB Rx-Tx for LMF. LMF can obtain UE Rx-Tx measurements from the UE by configuring the RTT positioning method.
Observation 14: For Case 3a, the LMF can request the gNB to report inferred gNB Rx-Tx time while the UE can report UE Rx-Tx time to the LMF under the RTT positioning method.
Based on the above observations, the following proposals are made.
Proposal 29: Support multi-RTT positioning method under Case 3b without any specification enhancement
Proposal 30: Support multi-RTT positioning method under Case 3a with a request from the LMF to the gNB to use an AIML model for generating gNB Rx-Tx time
A need for a new positioning method for AIML-based positioning
In general, we don’t see a need to define a new AIML based positioning method for Case 1, Case 3a and Case 3b. Existing NR positioning methods can be enhanced to support AIML-assisted positioning as explained below.
For example for Case 3a, RTT positioning method can be enhanced by introducing a request from the LMF to gNB to generate inference-based gNB Rx-Tx (instead of actual gNB Rx-Tx).
For other UL positioning methods, a similar enhancement can be considered for Case 3a. For example, the LMF can request the gNB to generate inferred RTOA for UL-TDOA, instead of actual RTOA. Therefore, existing UL-TDOA positioning method can be enhanced to support Case 3a.
No new positioning methods should be introduced for Case 3b as the use of AIML models at the LMF will be transparent to the UE or gNB. Thus UE or gNB can be configured with existing NR positioning methods (e.g., RTT, UL-TDOA) and no enhancement to the content of the report is needed.
Observation 15: For Case 3a and Case 3b, the existing UL or DL & UL positioning methods can be enhanced to achieve AIML based positioning 
Proposal 31: For Case 3a and Case 3b, use existing UL or DL & UL positioning methods as the starting point for AIML-based positioning method
For Case 1, the existing UE-based positioning method such as UE-based DL-TDOA can be enhanced to support AIML based positioning. For example, the LMF can send a request to use AIML based positioning, instead of DL-TDOA. The UE needs to make timing measurements for AIML-based positioning so the current DL-TDOA framework provides a sufficient foundation in terms of provision of assistance information and measurements to be made by the UE for AIML-based positioning. An example of signal exchange between UE and LMF is shown in Figure 2.
Observation 16: For Case 1, the existing UE based DL-TDOA can be used as the starting point for AIML-based positioning method; There is no need to define a new positioning method for AIML-based positioning method.
Proposal 32: For Case 1, enhance the existing UE-based DL-TDOA positioning method to support AIML-based positioning
[image: ]
[bookmark: _Ref165911101]Figure 2 An illustration of how an AIML based positioning method can be realized
Conclusion.
In this contribution, the following proposals and observations are made.
Prioritization of discussion topics
Proposal 1: Postpone any discussion related to 2nd priority cases until framework to support the 1st priority items is stabilized
Source of ground truth for data collection for Case 3b
Observation 1: Through UE-based positioning methods or UE-assisted positioning methods, the LMF can acquire location information of non-PRU UEs
Proposal 2 : For Case 3b, support non-PRU UEs with estimated location to provide the label and its related data.
Details for ground truth label quality indicators
Proposal 3: A ground truth label quality indicator is associated with a UE or PRU location
Proposal 4: Support both hard (1 or 0) and soft indicator (0, 0.1, 0.2, …, 1.0) for a ground truth label quality indicator
Proposal 5: A soft or hard ground truth label quality indicator x=1 is associated with PRU location
Proposal 6: A soft ground truth label quality indicator 0<x<1 is associated with UE location estimate
Proposal 7: A soft or hard ground truth label quality indicator x=0 is associated with UE generated measurements/ground truth using interpolated or extrapolated “virtual” measurements
Proposal 8: A ground truth label quality indicator associated with a PRU or UE location needs to be specified at least for Case 1
Observation 2: A ground truth label quality indicator or uncertainty metrics for estimated location generated by a UE or PRU may be unreliable as the estimate UE location may be inaccurate
Proposal 9: In Case 1, the LMF is the only entity that can generate a ground truth label quality indicator associated with location information
Proposal 10: In Case 1, the LMF can provide a generated ground truth label quality indicator associated with location information to the UE
Proposal 11: In Case 1, support the target UE to request to the LMF a specific level (e.g., above a threshold) of a ground truth label quality for LMF measurement forwarding
Mechanism to generate ground truth label during LCM
Observation 3: Option A-1, A-2 and A-3 can consider existing frameworks in NR positioning as the starting point
Observation 4: The content of transferred assistance data may need enhancement for AIML based positioning for Option A-3
Proposal 12: For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, support Option A-1, A-2 and A-3.
Observation 5:  Under Option A-4, status of performance monitoring and data collected for the purpose of performance monitoring may be hidden preventing the LMF having a control of LCM including initiation of LCM. 
Observation 6:  Option A-4 is not aligned with the baseline approach agreed in RAN2 for LCM, “network decision, network-initiated” 
Proposal 13: For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, do not support Option A-4
Proposal 14: Prioritize specification of variants of Option A over specification of Option B.
Observation 7: RAN1 needs to discuss whether the UE reports performance metrics to the network under Option A
New measurement
Observation 8: Merginal performance difference is observed between the accuracy performance of AIML based positioning using path based and sampled based measurements for CIR and PDP.
Observation 9: Inconsistency in sampled based measurements may be observed through different implementations for power measurements or synchronization 
Proposal 15: For case 3b and case 1, support Alternative b for representation of time domain channel measurements and reuse path-based reporting with the granularity up to k=-6 as specified in Release 18.
Proposal 16: For case 3a, support Alternative (b) since an AIML model may be able to estimate ToA that is not aligned with sampling periods. 
Observation 10: For case 3b, UL-RTOA and SRS-RSRPP can be combined to report PDP and DP
Proposal 17: For direct AI/ML based positioning, for case 3b, no enhancements are needed for UL measurements (UL-RTOA, SRS-RSRP and SRS-RSRPP) reported from the gNB to LMF
Proposal 18: For direct AI/ML based positioning, for case 1, adopt RSRP, RSRPP and DL-RSTD measurement for the UE to determine input for an AIML model for direct AIML positioning
Timestamp for measurements
Observation 11: For DL timing measurements, timestamp associate with the measurement is expressed in terms of SFN which rolls over.
Proposal 19: For Case 1, include a timestamp in the measurement forwarded by the LMF in absolute time to indicate when the measurement was made
Proposal 20: For Case 1, the timestamp with absolute time should be included per measurement in the measurement forwarded by the LMF
Need for CIR and phase measurement
Proposal 21: Do not introduce CIR where all paths or samples (if supported) have phase information 
Proposal 22: Support first-path phase measurement, namely RSCP and RSCPD, for AIML based positioning
Functionality in AIML positioning
Observation 12: Granularity of functionality for AIML positioning needs to be discussed as there can be more than one model per functionality (e.g., positioning)
Proposal 23: For AIML based positioning, AIML based positioning can be a functionality
Consistency between training data and inference
Proposal 24: Support area for consistency where training data and inference are considered consistent if inference is generated based on AIML model inputs corresponding to the same area
AIML assisted positioning
Proposal 25: For AIML assisted positioning, support an indication in the measurement report to indicate the reported timing measurement is inferred.
Proposal 26: From RAN1 perspective, support Option A (NG-RAN node performs monitoring metric calculation for its own model) for performance monitoring calculation
Proposal 27: Study feasibility of obtaining the ground truth for timing information for Case 3a
Performance monitoring for LMF sided models
Proposal 28: For Case 3b, specification enhancement is not needed for assistance information and/or measurement report sent from UE/PRU and/or gNB to LMF to assist LMF for the performance monitoring.
Support for a new positioning method for AIML based positioning
Observation 13: For Case 3b, the existing RTT positioning method can be used without any specification impact and coexist with AIML based positioning
Observation 14: For Case 3a, the LMF can request the gNB to report inferred gNB Rx-Tx time while the UE can report UE Rx-Tx time to the LMF under the RTT positioning method.
Proposal 29: Support multi-RTT positioning method under Case 3b without any specification enhancement
Proposal 30: Support multi-RTT positioning method under Case 3a with a request from the LMF to the gNB to use an AIML model for generating gNB Rx-Tx time
Observation 15: For Case 3a and Case 3b, the existing UL or DL & UL positioning methods can be enhanced to achieve AIML based positioning 
Proposal 31: For Case 3a and Case 3b, use existing UL or DL & UL positioning methods as the starting point for AIML-based positioning method
Observation 16: For Case 1, the existing UE based DL-TDOA can be used as the starting point for AIML-based positioning method; There is no need to define a new positioning method for AIML-based positioning method.
Proposal 32: For Case 1, enhance the existing UE-based DL-TDOA positioning method to support AIML-based positioning
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Appendix A -Simulation Assumptions
In this contribution, we evaluate the impact of following parameters on direct AIML positioning accuracy: 
· Evaluation of impact of oversampling
Dataset has been generated by carrying out System Level Simulations for IIoT scenario. The InF-DH channel model is configured to simulate NLOS heavy environment. Furthermore, UEs are dropped in the entire deployment area including corners, which makes positioning even more challenging. It is expected that accuracy performance for the UEs located close to the corner of the factory floor using conventional methods (e.g., DL-TDOA) degrades considerably. Details of the IIoT scenario parameters are listed in A1. Furthermore, all the details related to model input/output and model structure are described in Table A2. Summary of the evaluation assumptions are as follows: 
· Model Input: CIR measurements  
· Model Output: UE Location information 
· Model architecture: ResNet 
· Model deployed on: UE side 

Table A1: IIoT scenario system parameters
	Parameter
	 Values

	Carrier frequency, GHz 
	3.5GHz

	Bandwidth, MHz
	100MHz

	Subcarrier spacing, kHz
	30kHz 

	Channel model
	InF-DH

	Hall size
	120(L) x 60(W) m, D – 20 m

	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
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	Room height
	10 m

	Number of floors
	1

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	InF-DH - {60%, 6m, 2m} 

	UE model parameters 
	

	UE noise figure, dB
	9dB – Note 1

	UE max. TX power, dBm
	23dBm – Note 1

	UE antenna configuration
	Panel model 1 – Note 1
Mg = 1, Ng = 1, P = 2, dH = 0.5λ,
(M, N, P, Mg, Ng) = (1, 2, 2, 1, 1)

	UE antenna radiation pattern 
	Omni, 0dBi

	Network synchronization
	Fully synchronized

	UE/gNB RX and TX timing error
	T1= 0 ns

	UE horizontal drop procedure
	Uniformly distributed over entire factory floor

	UE antenna height
	1.5 m

	gNB model parameters 
	

	Total gNB TX power, dBm
	24 dBm

	gNB noise figure, dB
	5dB

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ – Note 1

	gNB antenna height
	8 m




Table A2: Model configuration for direct AI/ML positioning
	Parameter
	 Details

	Training input measurements
	CIR: CIR derived per TRP
· Number of TRPs = 18
· Number of taps per TRP = [256, 32]

	Output
	UE position

	Number of TRPs
	18

	BS locations
	As specified in Table A1

	Size of total dataset
	20000 samples

	ML model
	ResNet (‘j’ Convolutional layer, ‘k’ residual layers, 1 fully connected layer) 
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