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1	Introduction
The approval of the Rel-19 work package marks the next wave of 5G Advanced evolution [1]. The package includes a work item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [2].
The work item consists of multiple objectives, including specification support for AI/ML-enabled positioning:
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

At previous RAN1 meetings, initial agreements on additional study on specification support for AI/ML-enabled positioning were agreed (see Appendix). 
In this contribution, we discuss the remaining issues of specification support for AI/ML-enabled positioning.
2	Background
5G positioning services aim to support verticals and applications with high positioning accuracies. High accuracy positioning is characterized by ambitious system requirements for positioning accuracy in many verticals and applications, including regulatory needs.
In location based services and eHealth, higher accuracy is instrumental to new services and applications, both outdoor and indoor. For example, on the factory floor, it is important to locate assets and moving objects such as forklifts, or parts to be assembled. Similar needs exist in transportation and logistics, e.g., rail, road and use of UAVs. In some road use cases, UEs supporting V2X application(s) are also applicable to such needs. In cases such as guided vehicles (e.g. industry, UAVs) and positioning of objects involved in safety-related functions, availability needs to be very high.
NR offers a variety of positioning technologies. Release-15 NR supports positioning, e.g., by using LTE positioning in NSA operation. Release-16 NR much enhances the positioning support with a range of positioning methods, including both downlink-based and uplink-based positioning. Release-17 NR introduces additional enhancements to reduce latency for time-critical use cases such as remote control, deliver positioning accuracy down to the level of 20-30 cm for use cases such as factory automation, and improve integrity protection of the location information. 3GPP Release 18 is investigating solutions to further improve accuracy, integrity, and power efficiency in positioning, study sidelink positioning, and investigate positioning support for RedCap devices.
Traditional DL/UL-TDOA, AOA, AOD, multi-RTT positioning methods may not provide satisfactory performance in environments with heavy NLOS conditions, such as in industrial environments. 
Traditional “RF fingerprinting” requires a database that maps RF measurements to position. Construction of an accurate map of “RF fingerprints” for a real environment is challenging. Besides, the database requires regular updates to adapt to varying environment.
A promising approach may go as follows:
· Create a digital twin of the environment (e.g., industry).
· Simulate a 5G network in the digital twin to collect synthetic data that maps RF measurements to position.
· Use the synthetic data (and real data if available) to train an AI/ML model that learns the mapping of RF measurements to position.
· Deploy the pre-trained AI/ML model in the actual environment for positioning inference.
· Train online to augment the AI/ML model to adapt to the actual environment.
· Retrain offline when needed (e.g., due to major change in the environment).
Observation 1: Digital twins can be used to generate physics-based synthetic data for AI/ML-enabled positioning.
Besides using AI/ML based algorithms for direct AI/ML positioning such as RF fingerprinting, AI/ML algorithms can also be used for assisted positioning, where the output of the AI/ML model provides intermediate estimates such as LOS/NLOS classification, timing estimates, and angular estimates. These intermediate estimates become input to another algorithm (AI/ML based or non-AI/ML based) to derive the final position estimate. 
Specifically, Rel-19 will focus on specification support for the following two positioning use cases:
· Direct AI/ML positioning
· AI/ML assisted positioning
The positioning methods can be UE-based, UE-assisted/LMF-based, and NG-RAN node assisted, as categorized below:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning.
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning.
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning.
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.
3	Specification support
Although it is likely that most of the AI/ML algorithms for positioning enhancement can be up to implementation, there are several aspects deserving studies in 3GPP. These include:
· Necessary measurements, signalling/mechanisms to facilitate LCM operations.
· Signalling of necessary measurement enhancements.
· Methods to ensure consistency between training and inference.
It was agreed to support (1) timing information and (2) paired timing information and power information for reporting. It is also necessary to use phase information (in addition to timing information and power information) for determining model input.
Proposal 1: Support reporting phase information in time domain channel measurements for AI/ML based positioning.
There are two alternatives for reporting time domain channel measurements: (a) sample-based measurements, where the timing information is an integer multiple of sampling periods, and (b) path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods. It is beneficial to support both alternatives in the specification.
Proposal 2: Support both of the following alternatives for time domain channel measurements for AI/ML based positioning:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
AI/ML model training can occur at gNB or UE side. In either case, the training entity can benefit from assistance from the other entity for training data collection. Relevant areas for discussion include training data type/size, training data source determination, and assistance signalling and procedure for training data collection. 
Specifically, regarding data collection for AI/ML model training for AI/ML based positioning, request and report of training data should consider aspects including ground truth label, measurement corresponding to model input, associated information of ground truth label and/or measurement corresponding to model input. Regarding assistance signalling and procedure to facilitate generating training data, one should consider reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier, and assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
How to obtain ground truth labels is an important aspect that deserves further investigation, including the corresponding specification impact. We need to study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data. In particular, the feasibility study on the entity to obtain ground truth label and/or other training data needs to take into account at least the availability of the entity to obtain label and/or other training data. 
Besides, the potential specification impact analysis needs to cover (1) the details of request/report of label and/or other training data, (2) delivery of the collected label and/or other training data to the training entity when the training entity is not the same entity that obtained label and/or other training data, and (3) assistance signaling indicating reference signal configuration(s) to derive label and/or other training data.
For direct AI/ML positioning, ground truth label is UE location, which can be PRU with known location, UE-generated location based on non-NR and/or NR RAT-dependent positioning methods, LMF-generated UE location based on positioning methods, or known PRU location used by LMF. For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameters corresponding to AI/ML model output. To this end, PRU can generate label directly or calculate based on measurement/location, UE can generate label directly or calculate based on measurement/location, or network entity can generate label directly or calculate based on measurement/location.
In real scenarios, the ground truth labels are measured/estimated and thus they are inevitably noisy. When the noisy ground truth is provided by one entity to another (e.g., from network to UE or from UE to network), it would be beneficial for the receiving entity to know the noisy level of the provided noisy ground truth. More generally, it would be beneficial to have certain quality indicators for ground truth labels.
RAN1 agreed to introduce quality indicator of channel measurement as well as quality indicator of label. However, the detailed definitions of the quality indicators require further study.

Proposal 3: For AI/ML based positioning, study the definition of the quality indicator of channel measurement and the definition of the quality indicator of label to introduce specification support. 
AI/ML-based approach can significantly improve positioning estimation accuracy. Nonetheless, it should be noted that the improvement of positioning accuracy comes at the cost of higher requirement on the training dataset for supervised training. It is not always possible to obtain a dataset with high user density in real deployments. One promising solution is to utilize a digital twin network – a digital replica of a corresponding physical network – to generate synthetic data, which is annotated information that a simulation running in a digital twin network generates as an alternative to real-world data [3]. Put another way, synthetic data is created in a cyber sibling of the physical world rather than being measured or collected from the real world. It may be artificial, but synthetic data reflects real-world data in a statistical sense. Digital twin networks capture the precise geometry and material properties of objects in the environment to produce datasets for training AI/ML models used for high-accuracy positioning.
For generating other training data such as measurement corresponding to model input, one should consider entities including PRU and UE for UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b), and TRP for NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b).
Similar to many other functionalities in 3GPP systems, the usage of AI/ML model for a certain functionality should be under network control, if the functionality at one side cannot be made transparent to the other side. Therefore, assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, model selection, etc. should be investigated.
For model configuration, relevant aspects on conditions/criteria of using AI/ML to enhance positioning accuracy include (1) validity conditions (e.g., applicable area/scenario/environment, time interval), (2) model capability (e.g., positioning accuracy quality, model inference latency), and (3) conditions and requirements (e.g., required assistance signalling and/or reference signals configurations, dataset information).
Proposal 4: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
AI/ML models are data driving. They are trained to learn patterns from data. But the environment of a mobile communication system is dynamic and changes over time, and thus the data also keeps changing. As the data from the environment changes, the AI/ML model performance may be degraded. Therefore, it is essential to monitor the AI/ML model performance and regularly update the model to maintain satisfactory model performance. To this end, assistance signalling and procedure for model performance monitoring and model update/tuning should be investigated.
The first question related to AI/ML model monitoring is what performance metrics should be used for the monitoring. If the AI/ML model performance degrades according to the monitored performance metrics, under what conditions the AI/ML model should be updated require study. Besides, performance monitoring may be facilitated by dedicated reference signals and measurement feedback/report. 
The analysis needs to consider UE-side model vs. network-side model. The former requires investigation of assistance signalling and procedure, while the latter requires studying report/feedback and procedure at least for network-side model. It should cover both cases: (1) model inference and model monitoring at the same entity, and (2) entity performing model monitoring is not the same entity performing model inference.
Specifically, if monitoring is based on model output, data used for calculating monitoring metric should cover estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning. If monitoring is based on model input, data used for calculating monitoring metric should cover measurement corresponding to model inference input.
If a given type of data is necessary for calculating monitoring metric, we need to study how an entity can be used to provide the given type of data for calculating monitoring metric, potential signalling for provisioning of the given type of data for calculating associated monitoring metric, potential assistance signalling and procedure to facilitate an entity providing data for calculating monitoring metric, and potential UE-network interaction (e.g., model monitoring decision indication between UE and network).
Proposal 5: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model performance monitoring and model update/tuning, including monitored metrics, triggers for model update, dedicated reference signals, measurements, and feedback report.
When it comes to AI/ML model inference input, report/feedback of model input for inference (e.g., UE feedback as input for network side model inference) may be needed. In general, the type of model input, and model input acquisition and pre-processing may have potential specification impact. Similarly, when it comes to AI/ML model inference output, outputs generated by an AI/ML model may need to be delivered from gNB to UE or from UE to gNB. The post-processing of AI/ML model inference output may have potential specification impact as well.
Regarding AI/ML model inference, we need to consider types of measurement as model inference input (e.g., new measurement, existing measurement). To this end, UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b, and TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b. In particular, for LMF-side model (Case 2b and Case 3b), report of measurements as model inference input to LMF is needed. For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF should be considered for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a). Besides, new and/or enhancement to existing assistance signalling and procedure to facilitate model inference for both UE-side and Network-side model should be considered.
Specifically, for direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input may include potential new measurement (e.g., CIR/PDP) and existing measurement (e.g., RSRP/RSRPP/RSTD). For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF may include new measurement report (e.g., ToA, path phase), existing measurement report (e.g., RSTD, LOS/NLOS indicator, RSRPP), and enhancement of existing measurement report (e.g., soft information/high resolution of RSTD).
Different UEs may have different capabilities when it comes to the support of AI/ML algorithms for positioning. Therefore, UE capability for AI/ML based positioning including model training, model inference and model monitoring needs to be investigated and defined.
Proposal 6: For AI/ML based positioning, introduce specification support for UE capability signalling including model training, model inference and model monitoring.
Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. Which aspects should be specified as conditions of a Feature/FG available for functionality will need to be discussed specifically for AI/ML-based positioning.
Proposal 7: For AI/ML based positioning, introduce specification support for conditions of a Feature/FG available for functionality.
Model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side. Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will need to be discussed specifically for AI/ML-based positioning.
Proposal 8: For AI/ML based positioning, introduce specification support for additional conditions to be included in model description information during model identification.
Conclusion
In the previous sections, we discuss general aspects of AI/ML framework for NR air interface and make the following observations:
Observation 1: Digital twins can be used to generate physics-based synthetic data for AI/ML-enabled positioning.
Based on the discussion in the previous sections we propose the following:
Proposal 1: Support reporting phase information in time domain channel measurements for AI/ML based positioning.
Proposal 2: Support both of the following alternatives for time domain channel measurements for AI/ML based positioning:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
Proposal 3: For AI/ML based positioning, study the definition of the quality indicator of channel measurement and the definition of the quality indicator of label to introduce specification support. 
Proposal 4: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 5: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model performance monitoring and model update/tuning, including monitored metrics, triggers for model update, dedicated reference signals, measurements, and feedback report.
Proposal 6: For AI/ML based positioning, introduce specification support for UE capability signalling including model training, model inference and model monitoring.
Proposal 7: For AI/ML based positioning, introduce specification support for conditions of a Feature/FG available for functionality.
Proposal 8: For AI/ML based positioning, introduce specification support for additional conditions to be included in model description information during model identification.
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Appendix A
A.1	RAN1#116 agreements
Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.
Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.
Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.
Agreement
[bookmark: _Hlk160620413]In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.
Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.
Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.
Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 
Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.

A.2	RAN1#116bis agreements
Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT.
Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.
Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.
Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· [bookmark: _Hlk165624452]quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: "Part A" and "Part B" terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement
Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.
Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.
Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 
Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A. NG-RAN node performs monitoring metric calculation for its own model.
· Option B. LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation
Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.

