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Introduction
A new work item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [1] that includes several study objectives as continuation of related studies during Rel-18. In addition to the continued studies on use of AI/ML for CSI compression and CSI prediction, certain study aspects related to the AI/ML framework development have been identified for further investigations as part of the Rel-19 WI considering the outcome of the studies reported in the TR for the Rel-18 study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [2].
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 

· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 



During RAN1 #116 meeting, the following decisions were made [3]:
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion


Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  

Conclusion
RAN1 has no consensus to reply the SA5 LS (R1-2400035)  




The following decisions were made during RAN1 #116bis meeting [4]:
	Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 

Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network

Conclusion
· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression
· Option 1: Fully standardized reference model (structure + parameters)

Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.



In this contribution, we present our views on the above study aspects related to the development of the overall framework for AI/ML support for the NR air interface, considering decisions during the Rel-18 SI and agreements during RAN1 #116 and RAN1 #116bis.
Functionality and Model Identification
For UE-side model or UE-part of a two-sided model, while model-ID-based LCM is performed for specific AI/ML model that is identified by a model identification procedure, functionality-based LCM applies to maintenance of certain AI/ML functionality/ies identified by the network with an abstraction for the underlying physical AI/ML model(s) at the UE side. The identification of AI/ML functionality/ies relies on the related configuration(s) provided by the network, that, in turn, is/are a function of reported UE capability/ies. On the other hand, for model-ID-based LCM, once an AI/ML model at the UE-side (or the UE-part of a two-sided model) is identified by the network, model LCM can be performed by reference to the model ID. Further, as also noted in the TR, if needed, model ID may be used for LCM of an AI/ML functionality. 
While RAN1 and RAN2 have noted multiple observations on the details of these two approaches that have been captured in the TR, the groups have not been able to conclude on the necessity of model identification and procedures to achieve such. Nevertheless, at least three high-level characterizations for different types of model identification have been acknowledged:
Type A (offline model identification): Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling. In this case, the model development and training are conducted offline, with possible multi-vendor collaboration, followed by identification of the model, alignment on associated conditions and meta information (as applicable), and model ID assignment, again offline. Subsequently, UE may indicate support of the model via reference to model ID as part of UE capability reporting, UAI, etc.
Type B1 (online model identification): Model is identified via over-the-air signalling, model identification is initiated by the UE, and NW assists the remaining steps (if any) of the model identification. By “initiated by the UE” it is implied that the model is possibly developed/trained at the UE-side or co-developed at a neutral site without involving model transfer and that the support of the model, including alignment on associated conditions and meta information (as applicable), is reported by the UE to the network. Subsequently, model ID is assigned by the network.
Type B2 (online model identification): Model is identified via over-the-air signalling, model identification is initiated by the network, and UE responds (if applicable) for the remaining steps (if any) of the model identification. An example scenario for Type B2 model identification is wherein a model is developed/trained at the network side, identified, and transferred to the UE, including any alignment on associated conditions and meta information (as applicable). 
However, it has also been acknowledged that the categorization into Types B1 and B2 may not be entirely unambiguous and thus, reference to only Type B model identification is being made. Subsequently, it was agreed during RAN1 #116 to further study the following options for Type B model identification (MI):
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE

From the above characterization it can be seen that model-ID-based identification could apply for physical or logical models – the former at least for MI-Option 3 involving model transfer. The above MI options correspond to different ways to realize model identification. Once a model is identified and an ID assigned, it can be referenced by network and/or UE for model LCM purposes. These include LCM aspects like guidance from network on data collection, association to delivered dataset(s), alignment of additional conditions at the network side for UE-sided models, or as part of model transfer. In summary, for both types A and B for model identification, a model may be assigned with a model ID during the identification process, and this ID can be used for subsequent referencing via over-the-air signalling. 
Model-ID-based identification can be expected to be useful at least for the following cases and necessary for the first two:
· Model transfer from network to UE,
· Pairing of two-sided models,
· For alignment between network and UE to ensure consistency between training and inference. 
However, it is currently unclear if model transfer from network to UE and two-sided models may be supported in Rel-19 and are subject to the conclusions from the continued studies expected during the first half of Rel-19 timeframe.

Observation 1:
· Model-ID-based identification is a necessary component to support:
· [bookmark: _Hlk158915834]Model transfer from network to UE.
· Pairing of two-sided models.
· Model-ID-based identification can be instrumental in enabling efficient means for alignment between network and UE to ensure consistency between training and inference.

While, in general, it can be expected that model-ID-based identification can offer a more granular control over model LCM from the network’s perspective, it has also been argued that, in various scenarios, the control may be realized based on achievable performance for a given functionality, and identification at model-level may unnecessarily complicate the related procedures, specification efforts, or expose the component model(s) that could otherwise be abstracted at the functionality-level. Here, it should be noted that the apparent disadvantages for model-ID-based identification in terms of complicating procedures or increased specification impact are not entirely clear. For instance, if only functionality-based identification is supported, then conditions and additional conditions, e.g., depending on various configurations, would need to be defined and used to enable efficient LCM of the AI/ML functionality. 

Observation 2:
· In the context of Life Cycle Management (LCM) for AI/ML models/functionality, compared to functionality-level identification, model-level identification offers finer granularity of access and control for various LCM aspects in terms of performance expectations, performance monitoring, and subsequent decision making that affect model update, model switching, model (de-)activation, at the likely cost of increased exposure of underlying model(s) to serve a given AI/ML functionality. 

The distinctive properties of model-level and functionality-level LCM are summarized in Table 1. 
Table 1: Model-ID-based and Functionality-based LCM
	Model-ID-based LCM
	Functionality-based LCM

	NW controls LCM at physical model or logical model granularity
	NW controls LCM at functionality level

	Requires model identification process
	No model identification process

	Applicable with or without model transfer/delivery
	Not applicable for model transfer/delivery

	Applicable to both two-sided and one-sided models
	Not applicable to two-sided models



As acknowledged in the following RAN1 agreement, model-level identification (via use of model ID) can be supported as part of the framework for functionality-based LCM. 
	RAN1 #114-bis Agreement
i. Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.


Thus, model-ID-based identification can be seen as a special case of functionality-level LCM wherein at least some aspect(s) of the LCM is/are performed at the model-level by referencing to specific model IDs. In this regard, if the basic concept of model-ID-based identification is introduced in the RAN specifications by enabling provision of model ID to a UE by the network (for model identification types B1 and B2), further use of the model ID for specific LCM purposes and/or alignment of conditions between network and UE can be considered further on a per-use-case basis, taking into account details like model types (one-sided vs. two-sided) and collaboration levels. This would enable at least the use of model-ID-based identification for model transfer and pairing of two-sided models (if supported).

Proposal 1:
· Consider support of model-ID-based identification by enabling provision of model ID to a UE by the network for model identification type B.
· Model-ID-based identification can apply for all three model identification options (MI-Options 1, 2, 3) subject to support of dataset transfer and model transfer for MI-Options 2 and 3 respectively.

Next, we discuss the various aspects of the identified MI-Options for MI Type B. 
On MI-Option 1
Model identification with data collection related configuration(s) and/or indication(s)

From RAN1 #116bis meeting [4]:
	Agreement
From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)
· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions
· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)
· How model ID(s) is determined/assigned, e.g., 
· Alt.1: NW assigns Model ID
· Alt.2: UE assigns/reports Model ID
· Alt.3: Associated ID(s) is assumed as model ID(s)
· “Model ID is determined/assigned for each AI/ML model” in D is not needed
· Alt.4: Model ID is determined by pre-defined rule(s) in the specification
· FFS: how to report
· Note: D is to facilitate AI/ML model inference
· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.




The NW may provide a UE with configuration(s) and/or indication(s) for data collection that can be associated with one or more AI/ML model(s). The model(s) may be: 
· (Opt. A) already identified via prior determination/assignment of model ID(s), or 
· (Opt. B) be assigned with ID(s) (or determined) at the time of association to the configuration(s) and/or indication(s), i.e., following assignment of Associated ID. 
Referring to the agreement from RAN1 #116bis meeting, we note that these options correspond to Alt. 1, 2, 4 for determination/assignment of model IDs.

Proposal 2:
· For MI-Option 1, on determination/assignment of model ID(s), the following options are considered further:
· (Opt. A) Model(s) ID(s) are already determined/assigned prior to assignment of Associated ID.
· (Opt. B) Model(s) ID(s) are assigned/determined at the time of association to the configuration(s) and/or indication(s), i.e., following assignment of Associated ID.

Relationship between model ID(s) and Associated ID(s) for Alt. 1/2/4:
For Opt. A, model ID(s) may be assigned/determined following either of the alternatives Alt. 1/2/4 prior to assignment of the Associated ID(s). Accordingly, there may not be any inherent relationship between model ID(s) and an Associated ID. Instead, the assigned/determined model IDs for the models reported by the UE are simply associated with the assigned Associated ID(s). In this case, a single model, identified by a model ID, may map to multiple Associated ID(s) as long as the corresponding model is consistent with the data collection configuration/indication per the assigned Associated ID. Further, it should be noted that for Opt. A, step C in the agreement from RAN1 #116bis would primarily involve update/re-training of initially developed models or models that may not be fully developed. In this case, it may occur that none of the initially developed candidate model(s) at the UE side (with determined/assigned model ID(s)) are trainable as per the provided configuration/indication for data collection corresponding to the assigned Associated ID. 

Observation 3:
· [Relationship between model ID(s) and Associated ID(s) for Alt. 1/2/4] For MI-Option 1, if model ID(s) are already assigned/determined prior to assignment of Associated ID,
·  the assigned/determined model IDs for the models reported by the UE are simply associated with the assigned Associated ID(s) without any inherent relationship between model ID(s) and the Associated ID;
· a single model, identified by a model ID, may be reported for and thus map to multiple Associated ID(s);
· it is possible that none of the identified models may be reported in response to assignment of an Associated ID for a given data collection configuration/indication.

For Opt. B, model ID(s) may be assigned/determined following either of the alternatives Alt. 1/2/4 following the assignment of Associated ID(s). As one option, the model ID(s) can be determined/assigned to have a hierarchical relationship to an Associated ID, i.e., follow Associated ID. Consequently, a single model may be identified using multiple model IDs if the model may be consistent with different Associated IDs for different data collection related configurations/indications. 

Observation 4:
· [Relationship between model ID(s) and Associated ID(s) for Alt. 1/2/4] For MI-Option 1, if model ID(s) are assigned/determined at the time of association to the configuration(s) and/or indication(s), i.e., following assignment of Associated ID,
· model ID(s) for the reported model(s) can be determined/assigned to have a hierarchical relationship to an Associated ID, i.e., follow Associated ID;
· a single model may be identified using multiple model IDs if the model may be consistent with different Associated IDs for different data collection related configurations/indications.

Alt. 3
Alternatively, the model(s) may be identified by associating to provided configuration(s) and/or indication(s) for data collection that, in turn, may be referred to via one or more identifiers provided by the NW. For instance, a combination of one or more configuration(s) and/or indication(s) may be provided for data collection for model training that may include one or more aspects of: measurement time window, set of TRPs defining a measurement region, Tx antenna/beamforming configuration, certain channel characteristics, serving/camping cell association. Further, this combination of one or more configuration(s) may be referred to with an identifier that may be associated with one or more model(s). Note that this is referred to as Associated ID in the agreement from RAN1 #116bis. 

Thus, with such association, the corresponding model(s) may be identified by reference to the identifier of the combination of one or more configuration(s) and/or indication(s). For this option, due to the identification of model(s) by the Associated ID, i.e., multiple models may be associated with an Associated ID corresponding to a set of configuration(s) and/or indication(s) for data collection and share a common model ID. Therefore, depending on the number of models reported for an Associated ID, this alternative may provide a level of control for LCM operations that lie on the continuum between functionality- and model-level LCM.  This option corresponds to Alt. 3 in the agreement from RAN1 #116bis meeting.


Observation 5:
· For MI-Option 1, if Associated ID is assumed as model ID,
· multiple models may be associated with an Associated ID corresponding to a set of configuration(s) and/or indication(s) for data collection and share a common model ID;
· depending on the number of models reported for an Associated ID, this alternative may provide a level of control for LCM operations that lie on the continuum between functionality- and model-level LCM.

In general, MI-Option 1 can be applicable and useful for all the identified use-cases considered during Rel-19 (beam management, positioning, CSI prediction, and CSI compression) that would benefit from model-level granularity for LCM operations for a given functionality.


Proposal 3:
· MI-Option 1 can be applicable and beneficial for all the identified use-cases considered during Rel-19 (beam management, positioning, CSI prediction, and CSI compression) that would benefit from model-level granularity for LCM operations for a given functionality.

On MI-Option 2
Model identification with dataset transfer

Model identification may be realized via indication of dataset(s) associated with an identified functionality as part of functionality-based LCM or an identified model as part of model-based LCM. The indication of dataset(s) could involve dataset transfer or indication of a previously identified dataset. For both cases, the dataset(s) could be provided with identifiable dataset ID(s). 

Further, the indication of previously identified dataset(s) could be reported by a UE to the NW, e.g., for cases where the functionality/model LCM is primarily under responsibility of the NW. In the reverse direction, the indication of previously identified dataset(s) may be provisioned to a UE by the NW, e.g., for when the dataset(s) are trained at the network side and transferred to a UE, or, a previously identified dataset could be updated by the network. 

With the indication of dataset(s), model identification may be realized if model-to-dataset mapping is aligned between the UE and the NW, either explicitly or implicitly. Examples of explicit association include:
· Explicit configuration of association between previously identified model(s) and previously identified dataset(s).
· Explicit configuration of association between previously identified model(s) and one or more transferred dataset(s).

Implicit association may be achieved via identification of conditions for the applicability of both of: the transferred dataset(s) and model(s), or via identification of conditions for the applicability of one or more model(s) for a transferred dataset. 

In terms of applicable use-cases, model identification with dataset transfer can be useful at least for two-sided models for CSI compression use-case. In addition, for positioning use-case “Case 1” involving UE-based direct AI/ML positioning, instead of relying on UE/PRU to determine estimates of location coordinates, the LMF may provide ground-truth labels, determined based on estimates using measurement data from PRUs/UEs. Such an option can reduce the reliance on PRUs for location coordinate estimates as LMF can provide such estimates based on measurement data reported by UE(s). Accordingly, the dataset with measurements and associated ground-truth labels (location coordinates) can be transferred/delivered from LMF to UE for model training at the UE (or UE-side OTT server). Another area of applicability of MI-Option 2 pertains to the use of localized (site-/cell-specific) models. In such cases, for UE-side models, UE may be provided with different datasets for training corresponding to different localized areas. 

Note that “UE” referred to in the current context that receives a transferred dataset can also be UE-side OTT server. Along with model identification procedure, dataset for model training is sent to UE-side OTT server for the corresponding model.

Proposal 4:
· For MI-Option 2, model identification can be realized via indication of dataset(s) associated with an identified functionality as part of functionality-based LCM or an identified model as part of model-based LCM. The indication of dataset(s) could involve dataset transfer or indication of a previously identified dataset. For both cases, the dataset(s) could be provided with identifiable dataset ID(s).
· Model identification may be realized if model-to-dataset mapping is aligned between the UE and the NW, either explicitly or implicitly. Details FFS.
· MI-Option 2 can be applicable and beneficial for:
· two-sided models for CSI compression use-case,
· positioning use-case Case 1 for which dataset with measurements and associated ground-truth labels (location coordinates) can be transferred/delivered from LMF to UE for model training at the UE (or UE-side OTT server),
· localized (site-/cell-specific) models trained at UE-side (or UE-side OTT server).



On MI-Option 3
Model identification in model transfer from NW to UE

According to this option, the model (e.g., UE-sided model or UE part of two-sided model) is trained by NW (e.g. gNB/CN/OAM) and UE performs model identification procedure to request a model and its corresponding ID from NW. The model ID can further be used for model management purpose.
Model transfer, along with model identification, can be provisioned to a UE by the network in response to a model request from a UE. The request could be explicit request message, or implicit, e.g., based on reported UE capabilities or using UAI. NW sends global unique model ID(s) to UE, together with model information, including but not limited to model format, model applicable conditions, etc.
If associated dataset for the transferred and identified model is provided by the network, then such association between dataset ID and model ID could be included as well. Alternatively, if dataset is collected at the UE side, configuration(s) and/or indication(s) for data collection could also be conveyed to the UE by the network.
While the most prominent application of model transfer can be expected for two-sided models, relevant for the CSI compression use-case, this approach could be utilized also for UE-sided model for which the model is trained at the network side. Similar to MI-Option 2, for localized (site-/cell-specific) models, for UE-side models, UE may be provided with different trained models for inference corresponding to different localized areas.

Proposal 5:
· For MI-Option 3, UE-sided model or UE part of two-sided model is trained by NW and UE performs model identification procedure to request a model and its corresponding ID from NW. The model ID can further be used for model management.
· Model transfer, along with model identification, can be provisioned to a UE by the network in response to an explicit or implicit model request from a UE. Details FFS.
· If associated dataset for the transferred and identified model is provided by the network, then such association between dataset ID and model ID could be included as well.
· Alternatively, if dataset is collected at the UE side, configuration(s) and/or indication(s) for data collection could also be conveyed to the UE by the network.
· MI-Option 2 can be applicable and beneficial for:
· two-sided models for CSI compression use-case,
· UE-sided model for which the model is trained at the network side,
· localized (site-/cell-specific) models trained at network side.

Model Transfer/Delivery
Model transfer/delivery was discussed during the Rel-18 SI phase without a conclusion on its necessity. This issue relates to the characterization of different collaboration levels between UE(s) and the network. As captured in the TR 38.843 [2], network-UE collaboration levels are defined as below:
· Level x: No collaboration.
· Level y: Signalling-based collaboration over the air interface without model transfer. If applicable, model transfer/delivery may be realized via OTT mechanisms (i.e., transparent to 3GPP signalling). AI/ML model is stored outside of 3GPP network while training could be at UE-side, network-side, or at a neutral site.
· Level z: Signalling-based collaboration over the air interface with model transfer. AI/ML model is stored within the 3GPP network.

Further, network-UE collaboration level z, that involves over-the-air model transfer for UE-side models and UE-part of two-sided models, can be categorized depending on the model training location (UE-side, network-side, or neutral-site) and the format (proprietary vs. open formats) used for model transfer. In the context of RAN1 work, proprietary model formats refer to model formats that may not be mutually recognizable across different vendors with details of model design concealed from other vendors when such models are shared/transferred. In contrast, open model formats refer to model formats that are mutually recognizable across different vendors with details of model design exposed to other vendors when such models are shared/transferred.

· Level z1: Signalling-based collaboration over the air interface with model transfer in proprietary format after offline compilation and/or testing of the model. Model training at UE-side/neutral site.
· Level z2: Signalling-based collaboration over the air interface with model transfer in proprietary format after offline compilation and/or testing of the model. Model training at network-side.
· Level z3: Signalling-based collaboration over the air interface with model transfer in open format. Model training at UE-side/neutral site.
· Level z4: Signalling-based collaboration over the air interface with model transfer in open format of a known model structure at UE. Model training at network-side.
· Level z5: Signalling-based collaboration over the air interface with model transfer in open format of an unknown or partially-known model structure at UE. Model training at network-side.

Further, RAN1 agreed on the following observations on the different collaboration levels [1]:

	When a model of a known structure at UE (e.g., Case z4) is transferred from the Network, the new model being identified (e.g., via Type B2) has the same structure as a previously identified model at the Network and UE.
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.
· For model trained at network side, Case y (w/ NW-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
· Model storage at the 3GPP network, compared to storing the model outside the 3GPP network, may come with 3GPP network side burden on model maintenance/storage.
· Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.



The above observations provide a good summary of the various considerations involved, although it has not been possible to converge on one or more directions for normative specification work on this issue. One detail to note is that the impact for the following point may be limited to two-sided models where the UE-side model is to be shared with the gNB since there is no need to transfer a UE-side model (post-training) to the network:
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
During RAN1 #116, it was concluded to deprioritize model transfer/delivery (“collaboration level”) z5 [3]:
	Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  




During RAN1 #116bis, model transfer/delivery Cases z2 and z3 were deprioritized [4]:
	Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
•	Risk of proprietary design disclosure
•	Burden of offline cross-vendor collaboration 

Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
•	No much benefit compared to Case y
•	Risk of proprietary design disclosure
•	Large burden of offline cross-vendor collaboration
•	Additional burden on model storage within in 3GPP network




With the understanding that some level of collaboration between UE and network entities would be essential at least for certain use-cases and scenarios to avoid excessive demands for storage of models at the UE side, Case y offers a solution that circumvents difficult considerations impacting 3GPP networks and related standardization efforts. On the other hand, it suffers from the inefficiencies due to reliance on offline coordination and model delivery as against over-the-air model transfer in use-cases involving site-/scenario-/configuration-specific models. In this aspect, it may be necessary to consider some solutions to support over-the-air model transfer, i.e., one or both of Cases z1 and z4. 

Observation 6:
· Collaboration level y offers a basic method for collaboration between UE and the network with limited specification impact but reduced efficiency due to reliance on offline coordination and model delivery as against over-the-air model transfer in use-cases involving site-/scenario-/configuration-specific models.

Table 2: Model Transfer/Delivery Cases z1 and z4
	Attribute
	Case z1
	Case z4

	Model training location
	UE-side/neutral site
	NW-side

	Model format
	Proprietary format
	Open format

	Applicability
	Mainly for two-sided models
	UE-sided models trained at NW-side and two-sided models



Cases z1 and z4 support different methods/approaches as summarized in Table 2. Accordingly, they can be considered for potential support as complementary solutions. For example, Case z1 can be utilized if two-sided models are pursued for normative work for CSI compression use-case with model transfer from UE-side to NW-side. However, it needs to be ascertained if these Cases offer sufficient benefits compared to Case y. 

However, Case z1 suffers from some of the same downsides that have contributed to the decision of deprioritizing Case z3. These include:
·  Similar to Case z3, Case z1 suffers from:
· Not much benefit compared to Case y
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network

Considering two-sided models for CSI compression and solutions relying on model or parameter transfer, it would be more reasonable to have the transfer from NW-side to UE-side than the other way around. Model training, particularly training on a developed model could occur at NW-side. One of the key benefits of such an approach is to customize a model to the NW environment with readily available data. The NW could naturally collect channel data that reflects its own hardware (antenna) and local environment (room, shopping mall, bus-station etc.). A NW trained model (or model parameters) can be expected to achieve consistent performance with a model with smaller size and lower complexity compared to a model that must be generalized across many unseen scenarios. Further, as noted above, from the perspective of the NW, it would impose significant burden of storing and maintaining many different models from different UE implementations. 
Instead, as discussed above, model transfer/delivery from the NW to the UE can happen through 3GPP or non-3GPP mechanisms via Cases z4 or y respectively.
 
A further point of consideration is whether to always require offline model compilation and offline model testing to aid UE implementation and model performance robustness, respectively, at the price of longer model update timescales. For some cases, the model update may involve very limited changes and shorter adaptation timescales may be desirable to minimize interruptions to accommodate model LCM (e.g., updates/switching). In this regard, Case z4 would be appropriate for situations requiring parameter transfer/update from NW to UE.

Observation 7:
· Offline model compilation and offline model testing, while desirable in general from perspective of UE implementation and model robustness, may not always be essential or justified considering the adverse impact to incurred latency for model updates and/or switching, e.g., for cases wherein model may be updated with respect to limited number of parameters while maintaining the model structure.

Consequently, it would be reasonable to deprioritize Case z1 and focus on Cases y and z4. If the option of model/parameter transfer from UE-side to NW-side is agreed to be supported for two-sided models, then Case y can be utilized for this purpose. Note that the burden on offline cross-vendor collaboration would not be much different between Cases y and z1. In contrast, Case z4, while still relying on some level of inter-vendor collaboration to align on model structure, would have much lower demands on offline inter-vendor collaboration due to the limited scope of the alignment. In fact, for Case z4, it may also be possible to specify a family of model structures to further alleviate the burden on offline inter-vendor collaboration.  


Proposal 6:
· From RAN1 perspective, model transfer/delivery Case z1 is deprioritized in Rel-19 due to the following reasons:
· Not much benefit compared to Case y.
· Large burden of offline cross-vendor collaboration.
· Additional burden on model storage within in 3GPP network.
· Limited applicability to only scenarios involving two-sided models with model transfer/delivery from UE to NW side.


Proposal 7:
· In Rel-19, consider support of model transfer/delivery Case y and model transfer/delivery Case z4 for model/parameter transfer/delivery.
· For model transfer/delivery Case z4, consider specifying a group/family of model structures/backbones to alleviate the burden of offline inter-vendor collaboration to align on model structure between NW and UE.

CN/OAM/OTT collection of UE-sided model training data
For model training at the UE-side, it has been agreed that the training location is at the UE-side OTT server, i.e., the data collection for UE-side model training data should be terminated at UE-side OTT server. Following this, a natural option may be to leave details of training data collection for this case up to UE implementation. 

However, it has also been observed that it may be desirable to have a standardized solution for data collection for UE-sided model training to facilitate better interoperability across vendors. Towards this, RAN2 identified the following options without much further progress [2]:

	The following proposals were discussed in RAN2:

1. UE collects and directly transfers training data to the Over-The-Top (OTT) server
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server
3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.

RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.



A point of contention related to the above is the format used for the data collection. Specifically, if a standardized format or an unspecified format is to be used. For the option of using a standardized format, from the perspective of specifications, data collection framework for network-side model training data collection could be reused. However, for the option of enabling use of unspecified format, additional efforts would be necessary. The primary appeal of using unspecified format for data collection is the offered flexibility. However, considering that network-side model training data would be standardized for models trained at the network-side, it is not obvious if the added flexibility from unspecified formats for data collections for models trained at the UE-side is essential. 

On details of contents of the collected data, the starting point should be the details identified and communicated to RAN2 in the Reply LS in [5]. Beyond that it may be prudent to let RAN2 make further progress on the details of the above-identified options before RAN1 can make meaningful progress on this issue.


Proposal 8:
· On CN/OAM/OTT collection of UE-sided model training data, RAN1 to consider further on the following aspects:
· Necessity of supporting data collection using unspecified format compared to using a standardized data format that can utilize data collection framework for network-side model training data collection.
· Details of contents of the collected data, considering the details listed in R1-2310681 as a starting point.

Conclusion
In this contribution, we presented our views on the study aspects related to the development of the overall framework for AI/ML support for the NR air interface, continuing from the studies reported during the Rel-18 SI and decisions from RAN1 #116 and RAN1 #116bis. The discussion is summarized via the following observations and proposals.

Functionality and Model Identification
Observation 1:
· Model-ID-based identification is a necessary component to support:
· Model transfer from network to UE.
· Pairing of two-sided models.
· Model-ID-based identification can be instrumental in enabling efficient means for alignment between network and UE to ensure consistency between training and inference.

Observation 2:
· In the context of Life Cycle Management (LCM) for AI/ML models/functionality, compared to functionality-level identification, model-level identification offers finer granularity of access and control for various LCM aspects in terms of performance expectations, performance monitoring, and subsequent decision making that affect model update, model switching, model (de-)activation, at the likely cost of increased exposure of underlying model(s) to serve a given AI/ML functionality. 

Proposal 1:
· Consider support of model-ID-based identification by enabling provision of model ID to a UE by the network for model identification type B.
· Model-ID-based identification can apply for all three model identification options (MI-Options 1, 2, 3) subject to support of dataset transfer and model transfer for MI-Options 2 and 3 respectively.

Proposal 2:
· For MI-Option 1, on determination/assignment of model ID(s), the following options are considered further:
· (Opt. A) Model(s) ID(s) are already determined/assigned prior to assignment of Associated ID.
· (Opt. B) Model(s) ID(s) are assigned/determined at the time of association to the configuration(s) and/or indication(s), i.e., following assignment of Associated ID.

Observation 3:
· [Relationship between model ID(s) and Associated ID(s) for Alt. 1/2/4] For MI-Option 1, if model ID(s) are already assigned/determined prior to assignment of Associated ID,
·  the assigned/determined model IDs for the models reported by the UE are simply associated with the assigned Associated ID(s) without any inherent relationship between model ID(s) and the Associated ID;
· a single model, identified by a model ID, may be reported for and thus map to multiple Associated ID(s);
· it is possible that none of the identified models may be reported in response to assignment of an Associated ID for a given data collection configuration/indication.

Observation 4:
· [Relationship between model ID(s) and Associated ID(s) for Alt. 1/2/4] For MI-Option 1, if model ID(s) are assigned/determined at the time of association to the configuration(s) and/or indication(s), i.e., following assignment of Associated ID,
· model ID(s) for the reported model(s) can be determined/assigned to have a hierarchical relationship to an Associated ID, i.e., follow Associated ID;
· a single model may be identified using multiple model IDs if the model may be consistent with different Associated IDs for different data collection related configurations/indications.

Observation 5:
· For MI-Option 1, if Associated ID is assumed as model ID,
· multiple models may be associated with an Associated ID corresponding to a set of configuration(s) and/or indication(s) for data collection and share a common model ID;
· depending on the number of models reported for an Associated ID, this alternative may provide a level of control for LCM operations that lie on the continuum between functionality- and model-level LCM.

Proposal 3:
· MI-Option 1 can be applicable and beneficial for all the identified use-cases considered during Rel-19 (beam management, positioning, CSI prediction, and CSI compression) that would benefit from model-level granularity for LCM operations for a given functionality.


Proposal 4:
· For MI-Option 2, model identification can be realized via indication of dataset(s) associated with an identified functionality as part of functionality-based LCM or an identified model as part of model-based LCM. The indication of dataset(s) could involve dataset transfer or indication of a previously identified dataset. For both cases, the dataset(s) could be provided with identifiable dataset ID(s).
· Model identification may be realized if model-to-dataset mapping is aligned between the UE and the NW, either explicitly or implicitly. Details FFS.
· MI-Option 2 can be applicable and beneficial for:
· two-sided models for CSI compression use-case,
· positioning use-case Case 1 for which dataset with measurements and associated ground-truth labels (location coordinates) can be transferred/delivered from LMF to UE for model training at the UE (or UE-side OTT server),
· localized (site-/cell-specific) models trained at UE-side (or UE-side OTT server).

Proposal 5:
· For MI-Option 3, UE-sided model or UE part of two-sided model is trained by NW and UE performs model identification procedure to request a model and its corresponding ID from NW. The model ID can further be used for model management.
· Model transfer, along with model identification, can be provisioned to a UE by the network in response to an explicit or implicit model request from a UE. Details FFS.
· If associated dataset for the transferred and identified model is provided by the network, then such association between dataset ID and model ID could be included as well.
· Alternatively, if dataset is collected at the UE side, configuration(s) and/or indication(s) for data collection could also be conveyed to the UE by the network.
· MI-Option 2 can be applicable and beneficial for:
· two-sided models for CSI compression use-case,
· UE-sided model for which the model is trained at the network side,
· localized (site-/cell-specific) models trained at network side.


Model Transfer/Delivery
Observation 6:
· Collaboration level y offers a basic method for collaboration between UE and the network with limited specification impact but reduced efficiency due to reliance on offline coordination and model delivery as against over-the-air model transfer in use-cases involving site-/scenario-/configuration-specific models.

Observation 7:
· Offline model compilation and offline model testing, while desirable in general from perspective of UE implementation and model robustness, may not always be essential or justified considering the adverse impact to incurred latency for model updates and/or switching, e.g., for cases wherein model may be updated with respect to limited number of parameters while maintaining the model structure.

Proposal 6:
· From RAN1 perspective, model transfer/delivery Case z1 is deprioritized in Rel-19 due to the following reasons:
· Not much benefit compared to Case y.
· Large burden of offline cross-vendor collaboration.
· Additional burden on model storage within in 3GPP network.
· Limited applicability to only scenarios involving two-sided models with model transfer/delivery from UE to NW side.


Proposal 7:
· In Rel-19, consider support of model transfer/delivery Case y and model transfer/delivery Case z4 for model/parameter transfer/delivery.
· For model transfer/delivery Case z4, consider specifying a group/family of model structures/backbones to alleviate the burden of offline inter-vendor collaboration to align on model structure between NW and UE.

CN/OAM/OTT collection of UE-sided model training data
Proposal 8:
· On CN/OAM/OTT collection of UE-sided model training data, RAN1 to consider further on the following aspects:
· Necessity of supporting data collection using unspecified format compared to using a standardized data format that can utilize data collection framework for network-side model training data collection.
· Details of contents of the collected data, considering the details listed in R1-2310681 as a starting point.
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