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Introduction
The TR for the Rel-18 study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [1] contains broad analysis of AI/ML-based CSI compression with a two-sided model and CSI prediction with a UE-sided model. However, there is no consensus on the recommendation for normative work for both sub-use cases. 
The new work item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [2]. The objectives of this work item include additional study on CSI feedback enhancement AI/ML sub-use cases: CSI compression with a two-sided model and CSI prediction with a UE-sided model. The additional study is mainly targeting to investigate AI/ML models complexity/performance improving the corresponding gains w.r.t. existing non-AI/ML-based solutions and other aspects requiring further study/conclusion captured in the TR [1]. 
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


In this contribution, we provide considerations and analysis on aspects of AI/ML-based CSI compression with two-sided model including CSI computational complexity, extension of spatial/frequency CSI compression sub-use case, model performance monitoring and inter-vendor collaboration for two-sided AI/ML model training. 
Discussion
CSI computational complexity
According to the RAN1 conclusion from the Rel-18 study on AI/ML for NR air interface [1], inconclusive observations on the trade-off between performance and complexity/overhead is a reason for the lack of RAN1 consensus on the recommendation of CSI compression for normative work. Most of the AI/ML models used as CSI reconstruction part or CSI generation part for evaluations have complexity larger than 10 MFLOPs which is significantly larger comparing to computation complexity of non-AI/ML CSI feedback which raises questions for the implementation feasibility of AI/ML CSI compression. 
CSI compression complexity has a high importance for the UE power consumption which is a critical factor for the user experience. Besides that, high CSI compression may lead to system performance degradation due to larger CSI processing times at the UE, or larger number of CPUs (CSI Processing Units) occupied by the CSI report limiting simultaneous use of multiple DL component carriers in carrier aggregation scenario. 
The complexity of PMI reconstruction at the gNB side is much smaller comparing to complexity of PMI search for PMI codebooks supported in NR. However, gNB should be able to process CSI feedback from multiple UEs simultaneously. Also, in carrier aggregation scenario, number of CSI reports for processing at the gNB side may be scaled up with the number of component carriers. Multi-fold increase in complexity for CSI reconstruction may lead to higher gNB energy consumption and larger CSI application latency due to gNB processing time.
Thus, it is essential to study complexity for CSI compression based on two-sided AI/ML model and improve RAN1 understanding on the complexity of non-AI/ML CSI compression.
CSI complexity for CSI based on PMI codebook
PMI search algorithms are not defined in 3GPP specifications, various algorithms can be used for determining the PMI for a given RI value making it hard to conduct precise analysis on the PMI search complexity. In this section we derive an approximate complexity for PMI search and PMI reconstruction considering basic principles for sub-optimal precoding matrix determination and basic algorithms for matrix multiplication and eigenvector decomposition.
The PMI search for Enhanced Type II (eType II) PMI codebook can be divided into the following steps. The input for this procedure is a channel matrix measured at UE Rx antennas, CSI-RS ports, and a set of subcarriers. 
1. Search of Spatial Domain (SD) basis vectors and transform to SD basis
2. Singular Value Decomposition (SVD)
3. Phase smoothing for SVD vectors
4. Search of Frequency Domain (FD) basis vectors and transform to FD basis
5. Down-selection and quantization of combining coefficients
The first step for the PMI search at the UE, search of SD basis vectors and transform to SD basis, requires large amount of computation, since no dimensionality reduction is applied prior to this step. For the second step, SVD of channel matrix in reduced basis after SD compression is done. Arbitrary common phase rotation can be applied to elements of an SVD vector for a subband without any impact on CSI performance if FD compression is not applied. The above SVD vector property can be used to improve FD compression performance which is done at the third step of the PMI search. At the fourth step, UE transforms the set of SVD vectors across subbands via FD DFT basis and selects a subset of FD basis vectors for reporting. The last step of the PMI search corresponds to down-selection and quantization of coefficients reported by the UE. 
The PMI reconstruction for eType II PMI codebook can be divided into the following steps, where input corresponds to CSI bits reported by the UE. 
1. De-quantization of the reported combining coefficients 
2. Transform from SD and FD basis to precoding matrix across CSI-RS ports and subbands
PMI reconstruction at the gNB is relatively much simpler and corresponds to de-quantization of the reported combining coefficients and two matrix multiplications to transform from reduced SD and FD basis to a set of precoding matrixes on CSI-RS ports across subbands. 
For the case of 32 CSI-RS ports, 2 Rx antennas at the UE, 52 PRBs bandwidth, 4 PRB subband size, CSI-RS density 1, for a UE configured with eType II PMI codebook parameters L = 4, N3 = 13, M = 4, K0 = 16, the complexity of PMI search at the UE can be roughly estimated as 1 MFLOPs. For the same configuration, the complexity of PMI reconstruction at the gNB is up to 20 kFLOPs (0.02 MFLOPs). 
Observation 1:
· For the case of 32 CSI-RS ports, 2 Rx antennas at the UE, 52 PRB bandwidth, 4 PRB subband size, CSI-RS density 1, Enhanced Type II PMI codebook with L = 4, N3 = 13, M = 4, K0 = 16.
· Complexity of PMI search is ~1 MFLOPs.
· Complexity of PMI reconstruction is ~0.02 MFLOPs.
Given that the complexity of PMI search algorithms can be different depending on implementation, the PMI search and PMI reconstruction complexity shall be disclosed by companies to analyse the complexity difference with AI/ML-based CSI compression. Furthermore, to achieve consensus on conclusions for complexity comparison of eType II PMI codebook and AI/ML-based CSI, complexity of eType II PMI search and PMI reconstruction should be aligned in RAN1. 
If CSI with PMI prediction (Enhanced Type II codebook for predicted PMI) is used as benchmark for CSI compression, complexity of utilized prediction algorithm shall be disclosed by companies separately from PMI search complexity so it is easier to compare and align the corresponding complexity values between companies.
Proposal 1: 
· PMI search and PMI reconstruction complexity assumed for performance evaluation of eType II PMI codebook should be disclosed by companies.
· Alignment of PMI search and PMI reconstruction complexity assumption should be further discussed in RAN1.
· If CSI with PMI prediction (Enhanced Type II codebook for predicted PMI) is used as benchmark for CSI compression, complexity of utilized prediction algorithm shall be disclosed by companies.
CSI complexity for AI/ML-based CSI
Unlike non-AI/ML CSI compression, where PMI search complexity for an existing PMI codebook can be aligned between companies, the computational complexity for AI/ML-based CSI compression depends on many factors including pre-processing, model backbone, number of layers, input/output dimensions for each layer, etc. It is challenging to align all those factors between the companies considering that different AI/ML models result in different performance and complexity. One way to overcome this problem is to present evaluation results as a two-dimensional plot with complexity on the X-axis and performance metrics on the Y-axis. 
As an example, SGCS results were obtained for transformer-based AI/ML models with different complexities measured in MFLOPs. The model structure for the presented results follows model structure presented in [3] with different number of transformer blocks and different dimensions for input embedding layers and feed forward network layers. For the simulations it is assumed that CSI generation part and CSI reconstruction part have the same model structure and complexity. Evaluation results for UMa deployment scenario with 32 transmit antenna ports at the BS, 10 MHz bandwidth with 15 kHz subcarrier spacing are presented in Figure 1. Complexity of a single part (CSI generation part or CSI reconstruction part) corresponds to the X-axis. SGCS and PMI search complexity of eType II PMI codebook is also presented in the figure as two points – one of the points corresponds to complexity of PMI search and another point corresponds to complexity of PMI reconstruction. 

Figure 1: SGCS and complexity for eType II PMI codebook and different transformer-based AI/ML models.
As it can be observed from the evaluation results, transformer-based AI/ML model with complexity ~1 MFLOPs has significantly worse performance comparing to eType II PMI codebook with similar PMI search complexity. For transformer-based AI/ML model with approximately 10 times the complexity compared to eType II PMI codebook, limited gain in SGCS ~2% is observed. Complexity of PMI reconstruction is far lower comparing to the complexity of AI/ML models corresponding to the CSI reconstruction part.
Observation 2: 
· For a given CSI overhead, performance evaluation results corresponding to different AI/ML model complexities allow to analyze performance and complexity tradeoffs for AI/ML CSI compression.
RI and CQI determination add additional complexity for CSI feedback processing at the UE. RI selection algorithm is up to UE implementation, so there is no clear understanding of RI selection complexity which is aligned in RAN1. CQI determination is clearly specified. According to the RAN1 specification, UE shall do PMI reconstruction and apply the resulting precoding matrixes for calculation of effective channel for hypothetical PDSCH transmission. As it was shown above, the complexity of PMI reconstruction is much lower comparing to the complexity of PMI search. So, CQI calculation complexity is a small fraction of PMI search complexity and can be neglected for eType II PMI codebook. 
For AI/ML-based CSI there are multiple RI and CQI determination methods identified in RAN1, each one with different complexity. Calculation of CQI for AI/ML CSI compression may involve inference with actual CSI reconstruction model, inference with proxy model, PMI search and reconstruction with a PMI codebook. Complexity of the procedures listed above might be similar or even larger than complexity of inference with CSI generation model. Thus, in our view, complexity of CQI determination shall be considered for a fair comparison of AI/ML CSI with conventional CSI feedback. 
Another aspect which should be considered is UE memory requirements for CSI computation given that increase of memory size would require additional area on the UE chipset. gNB memory requirements are less strict considering that same AI/ML models with the same weights may be used to process CSI for different UEs. However, we think that gNB memory size shall be considered as well.  
Proposal 2: 
· The following aspects are also considered for the additional study on AI/ML CSI compression:
· Complexity of CQI determination.
· UE and gNB memory size requirements.
Evaluation results for localized models
To achieve higher performance gains over eType II PMI codebook and/or lower inference complexity, AI/ML model can be optimized (trained) for a specific local region (e.g., one specific site). RAN1 made the following agreements on AI/ML-based CSI compression using localized models.
	Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, study the following aspects of the performance/complexity trade-off when comparing the localized model with a benchmark model that is not localized:
· Performance of the localized model that has similar or lower complexity as the benchmark model.
· Model complexity of the localized model that achieves similar or better performance as the benchmark model.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

Agreement
For the results template used to collect evaluation results for AI/ML-based CSI compression using localized models, adopt Table 1 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:
· Dataset description
· Local region modelling: e.g., Option 1 or Option 2, and further details
· Temporal modelling: e.g., how temporal variation is modelled in train and test sets
· Dataset description for generalized model



In accordance with the above agreements, SGCS evaluations were carried out to compare performance of eType II PMI codebook with AI/ML model for CSI compression trained and tested on a dataset corresponding to a specific local region. UMa scenario with 32 antenna ports at the gNB side and 2 Rx antenna ports at the UE side was considered. 10 MHz bandwidth with 15 kHz subcarrier spacing were assumed for evaluations. For the dataset generation, Option 1 was used. In particular, channels for outdoor UEs with NLOS signal propagation and with spatial consistency procedure specified in TR 38.901 were collected for each UE in a drop and for each cell (corresponding to a sector of one site). 
Training dataset consists of 110k samples corresponding to 11k UEs and 10 samples per UE, where each sample corresponds to channels measured 100 ms apart. Testing dataset corresponds to 10k samples with 10 samples per UE as for training dataset. Different UEs were assumed for testing and training while the time instances are the same for both datasets. Spatial domain CSI compression using AI/ML model with transformer backbone was assumed with complexity of 83 MFLOPs and 7 MFLOPs for CSI generation part as well as CSI reconstruction part (network structure is the same for CSI reconstruction part and CSI generation part, except the last and the first layer dimensions). 
SGCS evaluation results are presented in Table 1 for localized models trained and tested in different cells and simulation drops with SGCS for eType II calculated on testing dataset for each cell/drop. Column for mean vales correspond to SGCS averaged over all the evaluated cells/drops for localized AI/ML models and eType II. Column for global model corresponds to evaluations without spatial consistency but for outdoor UEs with 100% NLOS probability. 
Table 1. SGCS evaluation results for localized AI/ML model in comparison to eType II PMI codebook.
	
	Global model
	Cell 1, 
Drop 1
	Cell 1, 
Drop 2
	Cell 2, 
Drop 1
	Cell 2, 
Drop 2
	Cell 3, 
Drop 1
	Cell 3, 
Drop 2
	Mean

	eType II 
(1 MFLOPs)
	0.71
	0.79
	0.77
	0.71
	0.78
	0.71
	0.79
	0.72

	AI/ML 
(83 MFLOPS)
	0.71 (0%)
	0.83 (5%)
	0.79 (3%)
	0.76 (7%)
	0.81 (4%)
	0.77 (8%)
	0.81 (2%)
	0.76 (6%)

	AI/ML 
(7 MFLOPS)
	0.65 (-8%)
	0.77 (-2%)
	0.74 (-3%)
	0.7 (-1%)
	0.75 (-4%)
	0.71 (0%)
	0.76 (-3%)
	0.7 (-2%)



As it can be seen from the above evaluation results, SGCS performance gain for localized AI/ML model varies across different cells and drops. Comparing to global AI/ML model, localized model allows to achieve higher performance gain over eType II codebook for higher complexity model. However, for the evaluated scenarios and methods, PMI codebook still outperforms model with lower complexity for both global model and localized model. 
Observation 3: 
· For AI/ML model with complexity 83 MFLOPs per part of two-sided model, training/testing on dataset for a local region allows to achieve higher SGCS gain over eType II codebook when compared to use of a dataset trained over global region without spatial consistency.
· For AI/ML model with complexity 7 MFLOPs per part of two-sided model, higher SGCS values are observed for eType II PMI codebook comparing to AI/ML models trained/tested on datasets for a local region and global region with larger loss for dataset trained over global region without spatial consistency.
Inter-vendor collaboration for two-sided AI/ML model training
One of the major aspects to enable support of two-sided model for CSI compression is alignment of CSI generation part and CSI reconstruction part applied at the UE side and gNB side respectively. During RAN1 #116 meeting, RAN1 agreed to study the following options to alleviate/resolve issues related to inter-vendor training collaboration and model parts alignment for AI/ML-based CSI compression using two-sided model [5]: 
· Option 1: Fully standardized reference model (structure + parameters),
· Option 2: Standardized dataset (CSI feedback bits and associated target CSI),
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side,
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side,
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side.
During Rel-18 SI on AI/ML for air interface, RAN1 extensively discussed pros and cons for different training collaboration types. For consistency, the outcomes from the discussion on training collaboration types should be reused for the discussion on alignment of CSI generalization part and CSI reconstruction part.
For Option 1, it is assumed that collaboration between different companies happens at the stage of reference model standardization. Once a reference model is specified, the model is shared among all the companies through distribution of the corresponding technical specification (TS). From the perspective of a UE vendor which trains UE-part model, the case of specified CSI generation part model is very similar to Type 1 NW side training with transfer of the trained CSI generation part from the NW side to UE-side, while the case of specified CSI reconstruction part model is very similar to Type 2 sequential training with FP and BP information exchange between pre-trained CSI reconstruction part to train CSI generation part. While this approach may be appealing in terms of being the simplest once one or more reference models are standardized, the challenge remains in the standardization efforts and alignment necessary to define the reference models. To appreciate the challenges, the potential list of aspects that may need to be aligned that is currently being discussed in RAN WG4 is presented in Table 2 [4].
Table 2. Potential details that need to be aligned on for Option 1 (fully standardized reference model) (from [4])
	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, activation layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)

	Note: Parameters in green are agreed. The parameters in yellow are tentatively agreed. The other parameters are still under discussion. Other parameters that are not yet listed might also be needed. 



For Option 2, a two-sided model shall be trained to derive the dataset with CSI feedback bits and associated target CSI. The training procedure to specify dataset may be done at a single side (at one vendor) or involve more complex procedure with joint or separate training for multiple vendors. After the dataset is specified, CSI generation/reconstruction part model training for actual operation in the field are trained similar to Type 3 separate training procedure. 
During RAN1 #116bis meeting, the following conclusions and observations were noted regarding Options 1 and 2 [6]:
	Conclusion:
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.

Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.


Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.



We focus our attention on Options 3/4/5 in the following.
Option 3 and Option 5 correspond to different cases of Type 1 training (for Options 3a-1/3a-3/3b and 5a-1/5a-3/5b) or Type 3 training starting with NW side (for Options 3a-2 and 5a-2), where for Option 3 family constraints are introduced for the model structure and there is exchange of model weights only, while transfer/delivery of model structure with the corresponding weights is considered in Option 5 family. 
From the actual model training perspective, Option 4 is similar to Option 2, with the exception that the dataset is not specified, but exchanged between different entities.
During RAN1 #116bis meeting, the following agreements were made to further clarify Options 3/4/5 and identify sub-options for Options 3 and 5 [6]:
	 Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 



As discussed in our companion contribution [7], we consider it more practical to focus on the cases with model/parameter transfer from NW-side to UE-side instead of from UE-to-NW transfer, and thus, focus on the former case in the rest of the discussion that follows.
While Options 3b and 5b are identified to use parameter/model transfer from NW-side to UE-side over the air interface via model transfer/delivery Case z4 (i.e., “model transfer in an open format of a known model structure at UE, i.e., exact model structure has been previously identified between NW and UE and for which the UE has explicitly indicated its support”), for Options 3a and 5a, both offline and over the air interface transfer/delivery may be supported following, e.g., model transfer/delivery Cases y and z4 respectively. Note that model transfer/delivery Cases z2, z3, and z5 have been agreed to be deprioritized during prior RAN1 meetings.
Proposal 3: 
· For Options 3a and 5a, consider support of offline and over the air interface transfer/delivery following, e.g., model transfer/delivery Cases y and z4 respectively.
Compared to Options 3a-1/5a-1 and 3a-3/5a-3, where the transferred parameters/model from NW-side to UE-side includes the CSI generation part, Options 3a-2/5a-2 offer a higher level of flexibility to UE implementation to optimize the parameters/model(s) for CSI generation part as long as the developed model(s) for CSI generation part are compatible with the parameters/model shared for CSI reconstruction part from the NW-side. 
Although, as explained above, both Options 3a/b and Options 5a/b can be seen as realizations of training collaboration Type 1, Options 3a/b can be expected to provide greater flexibility to UE (and NW) implementations compared to Options 5a/b. Note that here, the comparison is between Options 3 and 5 for variants ‘a-1’, ‘a-2’, ‘a-3’, and ‘-b’ respectively, and not between variants ‘a-1’, ‘a-2’, ‘a-3’, and ‘-b’. 
Observation 4: 
· In terms of implementation flexibility and potential for optimization in the field:
· Compared to Options 3a-1/5a-1 and 3a-3/5a-3, Options 3a-2/5a-2 offer a higher level of flexibility to UE implementation to optimize the parameters/model(s) for CSI generation part as long as the developed model(s) for CSI generation part are compatible with the parameters/model shared for CSI reconstruction part from the NW-side.
· Options 3a/b can be expected to provide greater flexibility to UE (and NW) implementations compared to Options 5a/b. 
· Note: Here, the comparison is between Options 3 and 5 for variants ‘a-1’, ‘a-2’, ‘a-3’, and ‘-b’ respectively, and not between variants ‘a-1’, ‘a-2’, ‘a-3’, and ‘-b’.
Due to the need for parameters/model to go through offline engineering for Options 3a/5a, when compared to Options 3b/5b, there are inherent additional latency and burden/efforts that can impact their practical applicability in context of LCM. While offline engineering and re-training/re-development of model(s) at the UE side can be desirable from the perspective of UE implementation, as argued in our companion contribution [7], it may not be an essential component to support cases involving parameters/model transfer from NW to UE. This is true especially for Option 3 family that involves specified model structure(s) with parameters being transferred from NW-side to UE-side. In most cases, given that the model structure is known with the transfer of parameters from the NW-side, it can be possible to use the model for inference with limited on-device adjustments to the received set of parameters without requiring expensive procedures of offline engineering. Thus, in our view, at least for Option 3, Option 3b should be prioritized over Options 3a. 
Observation 5: 
· Compared to Options 3b/5b, Options 3a/5a can be expected to incur inherent additional latency and burden/efforts that can impact their practical applicability/responsiveness in context of LCM.
· At least for Option 3 family that involves specified model structure(s) with parameters being transferred from NW-side to UE-side, it may not be essential for received parameters from NW-side to go through offline engineering for re-training/re-development. 
Proposal 4: 
· At least for Option 3 for inter-vendor collaboration, Option 3b is prioritized over Options 3a.
Further, for the Option 3a/5a family and Option 4, it was identified during the last meeting that potential additional information that may be shared from the NW-side to help UE-side offline engineering and provide performance guidance. Towards this, for Option 3a/5a family, the following were listed [6]:
	· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset



Similarly, for Option 4, the following was listed [6]:
	· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target



First, we note that if dataset is shared from NW-side to UE-side, then Options 3a/5a effectively turn into combinations of Options 3a/5a and Option 4 respectively. In general, combinations of these options may be feasible and can be considered at a later stage when the basic options are stabilized/down-selected. On the other hand, provision of “information related to collecting dataset” is similar to/same as providing configuration(s)/indication(s) related to data collection that could be interpreted as part of provisions to ensure consistency between training and inference and/or MI-Option 1 (discussed in the context of Model Identification) and is not fundamentally unique to only Options 3a/5a. For instance, the guidance may not be limited for offline engineering only but also for any on-device adjustments in case of Options 3b/5b or Option 4 family. Hence, it would be prudent not to have parallel discussions on provision of “information related to collecting dataset” in the current context of inter-vendor collaboration efforts. 
Proposal 5: 
· For Options 3a/5a, provision of dataset or information related to collecting data are not considered further in the context of inter-vendor collaboration for two-sided models.
· Note: This does not imply that provision of dataset or information related to collecting data are precluded.
Next, on “performance target”, further discussions are necessary in RAN1 as to how such “targets” may be interpreted by a UE and associated expectations from a UE (if any). Clearly, a UE should not be expected to achieve such “targets” – for that, RAN4 minimum performance requirements should be utilized. The primary reason being that it can be rather challenging to determine such performance targets with high accuracy at the NW side due to dependency on various factors that may be local to the UE or its immediate environment. 
Accordingly, any guidance on performance targets can be effectively translated to guidance on model/functionality LCM – for instance, targets/guidance on “CSI quality” in terms of suitable quality metrics and thresholds/targets on CSI/PMI accuracy performance could be provided by the NW to the UE. For instance, metrics for CSI quality determination could be based on NMSE, GCS, SGCS, etc. Alternatively, or additionally, for certain specified or configured CSI quality metrics, a UE could be configured to report the quality of the compressed CSI that the NW may further utilize for model/functionality LCM.
Proposal 6: 
· If performance targets are provided by NW-side to UE-side to help UE-side offline engineering and/or on-device adjustments and provide performance guidance, they are interpreted as assistance information and it is not expected that the UE should achieve the corresponding targets.
Proposal 7: 
· Towards providing assistance to UE-side to help UE-side offline engineering and/or on-device adjustments and provide performance guidance, further study options for NW-side to provide targets/guidance on “CSI quality” represented using suitable metrics (e.g., NMSE, SGCS, etc.) and thresholds/targets on CSI accuracy performance.
· Alternatively, or additionally, for certain specified or configured CSI quality metrics, a UE could be configured to report the quality of the compressed CSI that the NW may further utilize for model/functionality LCM.
Options 4-1, 4-2, 4-3 all involve transfer of datasets from NW-side to UE-side, with differences in terms of which model(s) (CSI generation, CSI reconstruction, or both) the different datasets (as input/output pairs) correspond to. Each of these options allow for flexibility in terms of model development, with alignment between the NW-side and UE-side on dataset(s) for CSI generation part, CSI reconstruction part, or both. All these cases can be mapped to training collaboration Type 3, starting with NW-side training. “NW-side training first” is attributed considering the direction of dataset transfer from NW-side to UE-side.
Beyond the above discussion points, we propose to consider mapping of the different options to the training collaboration types identified during the Rel-18 SI. Given the considerable amount of studies and analyses of the different identified characteristics reported in TR 38.843 for the different training collaboration types, such a mapping from the options identified during RAN1 #116 and RAN1 #116bis can facilitate a comprehensive understanding of these options. 
Proposal 8: 
· RAN1 to discuss mapping of different options for training collaboration agreed at RAN1#116 and training collaboration types assumed for UE/NW part training used in the actual operation at UE/NW side.
· Consider the below table as a starting point for the discussion.
· Note: Transfer/delivery from UE-side to NW-side are not listed below for compactness.
	
	For UE-part training
	For NW-part training

	Option 1
	CSI generation part is specified: 
Type 1 NW side training.
CSI reconstruction part is specified: 
Type 2 sequential training.
	CSI generation part is specified: 
Type 2 sequential training.
CSI reconstruction part is specified: 
Type 1 UE side training.

	Option 2
	Type 3 NW-first
	Type 3 UE-first

	Option 3a-1
	CSI generation part weights are transferred/delivered from NW side to UE side: 
Type 1 NW side training.


	Option 3a-2
	CSI reconstruction part weights are transferred/delivered from NW side to UE side: 
Type 3 starting with NW side training.

	Option 3a-3
	CSI generation part weights are transferred/delivered from NW side to UE side: 
Type 1 NW side training.

	Option 3b
	CSI generation part weights are transferred/delivered from NW side to UE side: 
Type 1 NW side training.


	Option 4-1/4-2/4-3
	Dataset is transferred/delivered from NW side to UE side: Type 3 NW-first.


	Option 5a-1
	CSI generation part model is transferred/delivered from NW side to UE side: 
Type 1 NW side training.


	Option 5a-2
	CSI generation part model is transferred/delivered from NW side to UE side: 
Type 3 starting with NW side training.

	Option 5a-3
	CSI generation part model is transferred/delivered from NW side to UE side: 
Type 1 NW side training.

	Option 5b
	CSI generation part model is transferred/delivered from NW side to UE side: 
Type 1 NW side training.



Some entries of the tables for pros and cons of training collaboration types (Table 5.1-1 and Table 5.1-2 in [1]) are not filled in due to lack of consensus in Rel-18 SI on AI/ML for air interface. Given that study on inter-vendor collaboration is not yet finalized, pros and cons for different training collaboration types shall be further discussed based on progress achieved in Rel-18.
Proposal 9:
· Training collaboration types are further discussed based on progress achieved in the Rel-18 SI.
· Re-discuss entries in Table 5.1-1 and Table 5.1-2 of TR 38.843 where consensus has not been reached.
Type 1 training: Extendibility. After training procedure is finished and the corresponding models are deployed, it is still possible to update one of the models for Type 1 training. For example, for NW side training, CSI reconstruction part model can be updated such that it is still compatible with the CSI generation part model in use. The above is possible since the side which trained the AI/ML model originally has all the information to train new model which is compatible with the old one. For example, it can be done by using CSI generated by the deployed CSI generation part model for training of the new/updated NW side model. Similar logic is applied to UE side training for update of CSI generation part model. 


Proposal 10: 
· For CSI compression using two-sided model use case, the following changes (in red) are endorsed for the table with the pros/cons of training collaboration type 1.
		      Training type
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	Yes
	Yes



Type 2 sequential training: Feasibility of allowing UE and NW side to develop/update models separately. For Type 2 sequential training it is assumed that NW side holds trained CSI reconstruction part and UE side can train CSI generation part by obtaining FP/BP (Forward/Backward propagation) information from the NW side. In this case CSI reconstruction part model can be developed/updated at the NW side separately from the development/update of CSI generation part model at the UE side (i.e., models may have an arbitrary model structure except alignment on input/output formats and quantization). After model is developed/updated, UE side or NW side shall initiate/request model training procedure. Thus, in our view, it is feasible to allow UE and NW side to develop/update models separately for Type 2 sequential training.
Extendibility for type 3 training.
For NW first Type 3 training, after training procedure is completed and both NW side and UE side models are deployed, it is still possible to update NW side model while maintaining compatibility with the deployed UE side model. This can be done by using training dataset and CSI generation part used at the first step of separate training procedure. Also, in this case NW can evaluate the performance of the new NW side model by using a testing dataset and decide whether to deploy the new model or not. Thus, extendibility to train new NW-side model compatible with UE-side model in use is supported for NW first Type 3 training. Similar logic is applied for extendibility to train new UE-side model compatible with NW-side model in use in case of UE first Type 3 training.
Proposal 11: 
· For CSI compression using two-sided model use case, the following changes (in red) are endorsed for the table with the pros/cons of training collaboration types 2 and 3.
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Support
	Support


Model performance monitoring
Efficiency of NW-side model performance monitoring based on intermediate KPI calculated using ground truth CSI report depends on the accuracy of the corresponding ground truth CSI report. Based on the evaluation results presented in [1] for Option 1 evaluation methodology, it is observed that new CSI report formats improve the accuracy of the corresponding KPI. However, the evaluation methodology does not consider all the aspects to suggest if enhancements are beneficial for the system performance. First, model performance monitoring based on ground truth CSI reporting for one time instance is not robust to channel variations in time. Second, the aspect of CSI overhead for ground truth CSI is not considered. For instance, ground truth CSI report transmitted every 100 ms with higher accuracy (e.g., ~500 bits) will significantly increase the total CSI overhead which will have negative impact on system performance. 
Observation 6:
· At least the following aspects require further study for NW-side model performance monitoring based on ground truth CSI quantization:
· Robustness of model performance monitoring against channel variations in time.
· Efficiency of model performance monitoring considering the corresponding CSI feedback overhead.
As mentioned above, new CSI report format for ground truth CSI quantization improves the accuracy of the corresponding KPI for model performance monitoring. However, considering the above observation, introduction of new CSI report format is not fully justified. Support of certain CSI report format for ground truth CSI quantization should be further studied considering total CSI overhead including the periodicity of such CSI report with potential averaging to make the measured KPI more robust to channel variations in time. 
Proposal 12: 
· Whether/how to support new CSI report format for ground truth CSI quantization should be further studied considering the corresponding CSI overhead.
Several options for model performance monitoring are considered in RAN1 [1]. For NW-side KPI-based model performance monitoring, all the agreed options are based on channel measured via CSI-RS at the UE, which means that feedback of the measured channel is required adding significant CSI reporting overhead and making AI/ML-based CSI compression less efficient comparing to the conventional PMI codebook-based CSI which does not require performance monitoring procedure. To avoid additional CSI reporting overhead, UL reference signals (i.e., SRS) can be used to estimate the intermediate KPI.
Model performance monitoring based on SRS measurements does not require reporting of channel measurements from the UE, UE behaviour in this case is limited to SRS transmission. Alignment of CSI generation part of the two-sided AI/ML models used for performance monitoring at the NW side and actual CSI feedback at the UE side can be done by using information derived at the stage of model pairing or model training. Thus, SRS-based model performance monitoring can be supported without additional specification impact. 
Proposal 13: 
· NW-side model performance monitoring based on an intermediate KPI calculated using channel measured via SRS can be supported without additional specification impact.
· Target CSI: channel/precoding matrix derived via SRS.
· Output CSI: output of the two-sided model with channel/precoding matrix derived via SRS at the input.
Evaluation of SRS-based model performance monitoring requires generation of both DL and UL channels. Since DL precoding based on CSI feedback is widely used for FDD systems, DL and UL channel generation shall consider not only the difference in SINR values but also other aspects due to carrier frequency difference. Since evaluations with DL and UL channels for FDD were done for Rel-17 Further Enhanced Type II PMI codebook, the same methodology for the channel generation can be reused for AI-ML CSI evaluations for SRS-based model performance monitoring. The agreed FDD DL/UL channel generation which is used for the Rel-17 PMI codebook is captured below (agreed in RAN1#102-e). 
	Agreement
For EVM for FDD CSI enhancement in Rel-17, use following Alt 1 as the baseline and Alt 2 as the optional 
· Alt 1: Based on Section 5.3 of TR 36.897, to generate FDD DL and UL channels.
· Alt 2: Based on Section 7.6.5 of TR 38.901, to generate FDD DL and UL channels with following modifications:
· Different per-cluster shadowing is generated for DL and UL, and DL (or UL) angles are generated based on DL (or UL) cluster powers. Then UL (or DL) uses the same angles and its own cluster powers to generate the channel matrix.
· XPR is generated independently for DL and UL.


Proposal 14: 
· For SRS-based model performance monitoring, reuse methodology for UL channel generation for FDD systems agreed for FDD CSI enhancement in Rel-17 at RAN1#102-e.
Conclusion
In this contribution, we have provided our views on AI/ML-based CSI compression sub-use case. The following observations and proposals were made. 
Observation 1:
· For the case of 32 CSI-RS ports, 2 Rx antennas at the UE, 52 PRB bandwidth, 4 PRB subband size, CSI-RS density 1, Enhanced Type II PMI codebook with L = 4, N3 = 13, M = 4, K0 = 16.
· Complexity of PMI search is ~1 MFLOPs.
· Complexity of PMI reconstruction is ~0.02 MFLOPs.

Proposal 1: 
· PMI search and PMI reconstruction complexity assumed for performance evaluation of eType II PMI codebook should be disclosed by companies.
· Alignment of PMI search and PMI reconstruction complexity assumption should be further discussed in RAN1.
· If CSI with PMI prediction (Enhanced Type II codebook for predicted PMI) is used as benchmark for CSI compression, complexity of utilized prediction algorithm shall be disclosed by companies.
Observation 2: 
· For a given CSI overhead, performance evaluation results corresponding to different AI/ML model complexities allow to analyze performance and complexity tradeoffs for AI/ML CSI compression.
Proposal 2: 
· The following aspects are also considered for the additional study on AI/ML CSI compression:
· Complexity of CQI determination.
· UE and gNB memory size requirements.
Observation 3: 
· For AI/ML model with complexity 83 MFLOPs per part of two-sided model, training/testing on dataset for a local region allows to achieve higher SGCS gain over eType II codebook when compared to use of a dataset trained over global region without spatial consistency.
· For AI/ML model with complexity 7 MFLOPs per part of two-sided model, higher SGCS values are observed for eType II PMI codebook comparing to AI/ML models trained/tested on datasets for a local region and global region with larger loss for dataset trained over global region without spatial consistency.
Proposal 3: 
· For Options 3a and 5a, consider support of offline and over the air interface transfer/delivery following, e.g., model transfer/delivery Cases y and z4 respectively.
Observation 4: 
· In terms of implementation flexibility and potential for optimization in the field:
· Compared to Options 3a-1/5a-1 and 3a-3/5a-3, Options 3a-2/5a-2 offer a higher level of flexibility to UE implementation to optimize the parameters/model(s) for CSI generation part as long as the developed model(s) for CSI generation part are compatible with the parameters/model shared for CSI reconstruction part from the NW-side.
· Options 3a/b can be expected to provide greater flexibility to UE (and NW) implementations compared to Options 5a/b. 
· Note: Here, the comparison is between Options 3 and 5 for variants ‘a-1’, ‘a-2’, ‘a-3’, and ‘-b’ respectively, and not between variants ‘a-1’, ‘a-2’, ‘a-3’, and ‘-b’.
Observation 5: 
· Compared to Options 3b/5b, Options 3a/5a can be expected to incur inherent additional latency and burden/efforts that can impact their practical applicability/responsiveness in context of LCM.
· At least for Option 3 family that involves specified model structure(s) with parameters being transferred from NW-side to UE-side, it may not be essential for received parameters from NW-side to go through offline engineering for re-training/re-development. 
Proposal 4: 
· At least for Option 3 for inter-vendor collaboration, Option 3b is prioritized over Options 3a.
Proposal 5: 
· For Options 3a/5a, provision of dataset or information related to collecting data are not considered further in the context of inter-vendor collaboration for two-sided models.
· Note: This does not imply that provision of dataset or information related to collecting data are precluded.
Proposal 6: 
· If performance targets are provided by NW-side to UE-side to help UE-side offline engineering and/or on-device adjustments and provide performance guidance, they are interpreted as assistance information and it is not expected that the UE should achieve the corresponding targets.
Proposal 7: 
· Towards providing assistance to UE-side to help UE-side offline engineering and/or on-device adjustments and provide performance guidance, further study options for NW-side to provide targets/guidance on “CSI quality” represented using suitable metrics (e.g., NMSE, SGCS, etc.) and thresholds/targets on CSI accuracy performance.
· Alternatively, or additionally, for certain specified or configured CSI quality metrics, a UE could be configured to report the quality of the compressed CSI that the NW may further utilize for model/functionality LCM.
Proposal 8: 
· RAN1 to discuss mapping of different options for training collaboration agreed at RAN1#116 and training collaboration types assumed for UE/NW part training used in the actual operation at UE/NW side.
· Consider the below table as a starting point for the discussion.
· Note: Transfer/delivery from UE-side to NW-side are not listed below for compactness.
Proposal 9:
· Training collaboration types are further discussed based on progress achieved in the Rel-18 SI.
· Re-discuss entries in Table 5.1-1 and Table 5.1-2 of TR 38.843 where consensus has not been reached.


Proposal 10: 
· For CSI compression using two-sided model use case, the following changes (in red) are endorsed for the table with the pros/cons of training collaboration type 1.
		      Training type
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	Yes
	Yes


Proposal 11: 
· For CSI compression using two-sided model use case, the following changes (in red) are endorsed for the table with the pros/cons of training collaboration types 2 and 3.
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Support
	Support


Observation 6:
· At least the following aspects require further study for NW-side model performance monitoring based on ground truth CSI quantization:
· Robustness of model performance monitoring against channel variations in time.
· Efficiency of model performance monitoring considering the corresponding CSI feedback overhead.

Proposal 12: 
· Whether/how to support new CSI report format for ground truth CSI quantization should be further studied considering the corresponding CSI overhead.
Proposal 13: 
· NW-side model performance monitoring based on an intermediate KPI calculated using channel measured via SRS can be supported without additional specification impact.
· Target CSI: channel/precoding matrix derived via SRS.
· Output CSI: output of the two-sided model with channel/precoding matrix derived via SRS at the input.
Proposal 14: 
· For SRS-based model performance monitoring, reuse methodology for UL channel generation for FDD systems agreed for FDD CSI enhancement in Rel-17 at RAN1#102-e.
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