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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]As specified in the WID for NR_AIML_Air [1], the study objectives for CSI compression under CSI feedback enhancement topic include improving the trade-off between performance and complexity/overhead and alleviating/resolving inter-vendor training collaboration as captured below.Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 


During RAN1#116, companies also identified 5 options [2] for further study as indicated below.Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Companies have spent significant amount of time during RAN1#116bis to further discuss each option and have reached consensus in some important aspects for this topic.
In this contribution, we further discuss our view regarding various options and sub-options to alleviate/resolve inter-vendor training collaboration issue based on the agreements/conclusions achieved in RAN1#116bis. In addition, we also discuss evaluation results for improving CSI compression performance by leveraging temporal-domain attributes.

Discussion on inter-vendor training collaboration 
For inter-vendor training collaboration issue/concern, 5 options were identified during RAN1#116 originally. In RAN1#116bis, companies reach consensus to deprioritize Option 2: Standardized dataset:Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.


In addition, companies agreed to further divided Option 3, Option 4 and Option 5 into sub-options and/or flavors as shown below. Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.

Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification.



As Option 2 is deprioritized for Rel-19, in this section, we further discuss remaining options and the associated sub-options or flavors based on the identified aspects.Agreement (cont.)
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification.

· Option 1: Fully standardized reference model (structure + parameters)
· Collaboration complexity:
· This option, if feasible to reach agreement among companies, can help reducing or even eliminating the inter-vendor collaboration complexity.
· Performance:
· Compared to vendor (UE or NW) specific model(s), performance may be impacted using this option. RAN1#116bis has the corresponding observation:Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed.
· Option 1 and 2 may require high specification effort from RAN1 perspective.


· Interoperability and RAN4/testing related aspects:
· This option has the least interoperability testing effort involved among the 5 options.
· Feasibility:
· This option requires more discussion time and effort among companies and may be difficult to get consensus on the reference model structure and parameters; thus, this option may be the least feasible option from specification effort perspective. 
· There are other issues remained to be discussed/resolved, e.g., how to handle model updates.
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side.
· Collaboration complexity:
· Depending how the parameters are exchanged:
· Over the air and standardized
· Less collaboration complexity involved.
· Offline/non-standardized, e.g., upon negotiation between network and UE vendors
· Significant inter-vendor collaboration effort may still be needed.
· Performance:
· This option may achieve better performance compared to Option 1 as the parameters can be optimized at certain extent through offline engineering.
· Given that the model structure is fixed, this option may have performance limitation compared to Option 4 and Option 5.
· Interoperability and RAN4/testing related aspects:
· May be feasible for RAN4 testing assuming each vendor can develop the model based on the specified structure. This question can be better determined by RAN4.
· Feasibility:
· This option may require less time in agreeing reference model structure only among companies compared to Option 1. 
· This option still may require significant time/effort in discussing the method(s) and procedures for model parameter exchanges, and the mechanisms to ensure the alignment of quantizer and de-quantizer.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· Collaboration complexity:
· Similar as 3a, depending how the parameters are exchanged, significant inter-vendor collaboration effort may still be needed if the parameter exchange is through offline negotiation between NW and UE vendors without standardizing the procedures. 
· Performance:
· Performance may be worse compared to Option 3a as this option is for the device to directly used the received model parameters without offline engineering.
· Interoperability and RAN4/testing related aspects:
· Considering the parameters received at the UE side are to be directly used for inference, i.e., no additional offline engineering, this option may be more feasible from testing perspective than Option 3a.
· Feasibility:
· Similar as Option 3a, this option may still require significant time/effort in discussing the procedures for model parameter exchanges, i.e., model transfer/delivery Case z4.
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Collaboration complexity
· Depending on how the dataset is exchanged, this option may reduce some collaboration effort compared to the case in which each vendor may choose its own data/dataset format.
· Over the air and standardized procedure for dataset exchange:
· Less collaboration complexity involved.
· Offline/non-standardized, e.g., upon negotiation between network and UE vendors
· Significant inter-vendor collaboration effort may still be needed.
· Performance:
· The performance for using this option may be better than Option 1 and/or Option 2 as the model(s) is/are completely dependent on vendor implementation.
· Interoperability and RAN4/testing related aspects:
· May be feasible for RAN4 testing assuming each vendor can develop the model based on the specified data (dataset) format and the dataset received. This question can be better determined by RAN4.
· Feasibility:
· This option may require less time in agreeing data or dataset format only among companies compared to Option 1, 2 and 3. However, this option may still require significant time/effort for companies to reach agreement regarding dataset format including data content and the mechanisms to ensure the alignment of quantizer and de-quantizer.
· Note: the above analysis is similar across Option 4-1, 4-2 and 4-3.
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side
· Collaboration complexity
· Similar as Option 3a, depending how the model is exchanged:
· Over the air and standardized
· Less collaboration complexity involved.
· Offline/non-standardized, e.g., upon negotiation between network and UE vendors
· Significant inter-vendor collaboration effort may still be needed. As UE side performs offline engineering, additional effort needs to be considered for the alignment of quantization and dequantization method(s) and codebook(s) between the NW and UE.
· Performance:
· The performance for using this option may be better than Option 1, Option 2 and Option 3 as the model(s) is/are completely dependent on vendor implementation.
· Interoperability and RAN4/testing related aspects:
· May be feasible for RAN4 testing assuming each vendor can develop the model based on the specified model format. This question can be better determined by RAN4.
· Feasibility
· This option may require less time in agreeing model format only among companies compared to Option 1, Option 2 and Option 3.
· This option still may require significant time/effort in discussing the method(s) and procedures for model exchanges, and the mechanisms to ensure the alignment of quantizer and de-quantizer.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations
· Collaboration complexity
· Similar as 5a, depending how the mode is exchanged, significant inter-vendor collaboration effort may still be needed if the model exchange is through offline negotiation between NW and UE vendors without standardizing the procedures.
· Note: per agreement reached in RAN1#116bis “assuming that the model structure is aligned based on offline inter-vendor collaboration”.
· Performance:
· Performance may be worse compared to Option 5a as this option is for the device to directly used the received model without offline engineering.
· Interoperability and RAN4/testing related aspects:
· Considering the model received at the UE side is to be directly used for inference, i.e., no additional offline engineering, this option may be more feasible from testing perspective than Option 5a.
· Feasibility
· Similar as Option 5a, this option may still require significant time/effort in discussing the procedures for model exchange, i.e., model transfer/delivery Case z4. In addition, effort in negotiation between vendors regarding model structure alignment needs to be considered. 
We summarize our view for each agreed-upon option across various identified aspects in Table 2-1. 
Table 2-1: Comparison among various options for inter-vendor collaboration issue
	
	Collaboration complexity
	Performance
	Interoperability and testing aspects
	Feasibility

	Option 1
(Fully standardize reference model)
	Least complexity among all the options

	May have worse performance in the field compared to other options.
	Least testing complexity involved among all the options.
	Least feasible among all the options from specification effort perspective.

	Option 2
(Standardize dataset)
	Deprioritized

	Option 3a
(Standardized reference model structure + Parameter exchange between NW-side and UE-side; parameters received at the UE or UE-side goes through offline engineering at the UE-side)
	· Less complexity if parameter exchange method and procedure are standardized.
· More complexity and effort otherwise.
	· May have better performance than Option 1.
· May have performance limitation compared to Option 4 and Option 5.
	· May be feasible for RAN4 testing assuming vendor can develop the model based on the specified structure.
· Can be better determined by RAN4.
	· Less time in agreeing reference model structure only compared to Option 1.
· Significant effort needed in discussing the method(s) and procedures for model parameter exchanges and alignment of quantization.

	Option 3b
(Standardized reference model structure + Parameter exchange between NW-side and UE-side; parameters received at the UE are directly used for inference at the UE without offline engineering)
	· Less complexity if parameter exchange method and procedure are standardized.
· More complexity and effort otherwise.
	May have worse performance than Option 3a.
	May be more feasible from testing perspective than Option 3a.
	· Same as Option 3a, less time in agreeing reference model structure only compared to Option 1.
· Significant effort in discussing the procedures for model parameter exchanges, i.e., Case z4.

	Option 4
(Standardized data / dataset format + Dataset exchange between NW-side and UE-side)
	· Less complexity if dataset exchange method and procedure are standardized.
· More complexity and effort otherwise.
	May have better performance than Option 1.
	· May be feasible for RAN4 testing assuming vendor can develop the model based on the specified dataset format and the dataset received.
· Can be better determined by RAN4.
	· Less time in agreeing data or dataset format only compared to Option 1, Option 2, and Option 3.
· Significant effort needed in discussing dataset format and content and the mechanism for quantization alignment.

	Option 5a
(Standardized model format + Reference model exchange between NW-side and UE-side; model received at the UE or UE-side goes through offline engineering at the UE-side)
	· Less complexity if model exchange method and procedure are standardized.
· More complexity and effort otherwise.
	May have better performance than Option 1, Option 2, and Option 3.
	· May be feasible for RAN4 testing assuming vendor can develop the model based on the specified model format.
· Can be better determined by RAN4.
	· Less time in agreeing model format only compared to Option 1, Option 2, and Option 3.
· Significant effort needed in discussing the method(s) and procedures for model exchange and alignment of quantization.

	Option 5b
(Standardized model format + Reference model exchange between NW-side and UE-side; model received at the UE are directly used for inference at the UE without offline engineering)
	· Less complexity if model exchange method and procedure are standardized.
· More complexity and effort otherwise.
	May have worse performance than Option 5a.
	May be more feasible from testing perspective than Option 5a.
	· Same as Option 5a, less time in agreeing model format only compared to compared to Option 1, Option 2, and Option 3.
· Significant effort in discussing the procedures for model exchange, i.e., Case z4 and in negotiation between vendors regarding model structure alignment.



Observation 1: For CSI compression using two-sided model sub use case, our views on the options and sub-options for alleviating inter-vendor collaboration issue are summarized in Table 2-1 based on the agreements reached in RAN1#116bis [3].
Observation 2: Among the options to alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, Option 1 can eliminate the inter-vendor collaboration complexity as concluded in RAN1#116bis, however, Option 1 may have performance limitation and it may also incur more specification effort compared to other options. 
Observation 3: Among the options to alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, Option 3 may require less specification effort than Option 1.
Observation 4: Among the options to alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, Option 4 and Option 5 have no data and/or vendor implementation privacy issue and they may also require less specification effort than Option 1.
Proposal 1: Among the options to alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, consider further studying Option 3, Option 4, and Option 5.
FFS: data/dataset format, content, and model format. 
FFS: mechanisms/procedures for model parameters/model and dataset exchange.

Evaluation of temporal-domain CSI compression
For the continued study on CSI compression sub use case, one of the major objectives for Rel-19 is to improve trade-off between performance and complexity/overhead and one of the options is to extend the spatial/frequency compression to spatial/temporal/frequency compression as specified in the WID [1]. 
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 


In the following sub-sections, we discuss some performance evaluation aspects for temporal-domain CSI compression.
In this section, we first discuss the following:
· Differences among Case 0 vs. Case 1 vs. Case 2 as agreed in RAN1#116 regarding evaluation of temporal domain aspects of CSI compression using two-sided model. 
· Performance evaluation for Case 1 applying scalar quantization (SQ): the CSI reconstruction accuracy is evaluated using the intermediate KPI SGCS and compared with the baseline (Case 0) which does not use the past CSI information in the CSI feedback compression procedure at the UE-side.
· System level performance evaluation for Case 1 applying CSI-look-up-table (CSI-LUT) which is a variation of vector quantization (VQ). 
Clarification regarding evaluation of temporal domain aspects of CSI compression
Companies agreed the following categorization for the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in RAN1#116.
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes


There was some different understanding between “Present slot” vs. “Future slot”. In addition, given that CSI prediction sub use case was studied for UE-side model only in Rel-18, during RAN1#116bis, to avoid confusion and simplify the study/discussion among different cases, the following conclusion has been reached among companies to deprioritize the case when CSI prediction is entirely performed at NW-side as shown below.Conclusion
In Rel-19 study of temporal domain aspects of AI/ML-based CSI compression using two-sided model, CSI prediction that is performed entirely at NW-side is deprioritized.

In addition to the above, there was some confusion regarding the difference between Case 1 and Case 0 regarding how past CSI information is used in Case 1 to achieve any performance gain over Case 0 since the CSI feedback in the report corresponds only for the “present slot”. We feel some clarification is needed for Case 1 even though the actual modeling may be vendor dependent. 
In Case 0 (as studied in Rel-18), UE side will only use/include current CSI in the encoding procedure, i.e., the CSI generation part output doesn’t contain any past CSI information. Thus, when gNB performs the CSI reconstruction procedure based on the received CSI report, it doesn’t have any past CSI information.
For Case 1, figure 3.1-1 depicts one example of implementation for Case 1.  In this implementation option, UE side may use and include past CSI information in the CSI compression/generation procedure. In this flavor, the past CSI information is encapsulated/embedded as part of the encoder and quantization output (i.e., CSI generation part output). When gNB performs the CSI reconstruction procedure, it implicitly uses the past CSI information to predict/reconstruct the current CSI.Figure 3.1-1: One example of Case 1 of temporal-domain CSI compression.


The main difference between Case 1 and Case 2 is that Case 2 explicitly uses past CSI information in reconstructing the CSI for current slot. How the past CSI is used may be implementation dependent. For example, recurrent neural network may be leveraged to include the accumulated past CSI state as part of the input to the CSI reconstruction model in addition to the received feedback from the CSI generation part, or other implementation options may be leveraged to include the past CSI information. Figure 3.1-2 shows an example of Case 2 at high level.Figure 3.1-2: Example implementation for Case 2 of temporal-domain CSI compression at high level.


Observation 5: Among the cases for evaluating temporal-domain AI/ML-based CSI compression using two-sided model, an example of Case 1 implementation may include both current and past CSI information as the output of CSI generation part.
Observation 6: Among the cases for evaluating temporal-domain AI/ML-based CSI compression using two-sided model, the main difference between Case 1 and Case 2 is that Case 1 only implicitly leverage the past CSI information received from the CSI generation part while Case 2 explicitly uses past CSI information in reconstructing the CSI for current slot. 
Proposal 2: For the evaluation of temporal-domain CSI compression Case 1, consider at least one implementation option that the compressed representation of CSI generation part output may contain the past CSI information.
Simulation configurations for dataset generation and AI/ML model parameters
We discussed the evaluation results for Case 1 of temporal-domain CSI compression using vector quantization / CSI look-up-table (LUT) scheme in our contribution for RAN1#116bis [4]. In this contribution, we discuss evaluation results of Case 1 using scalar quantization (SQ) scheme. The dataset we used to train the AI/ML model was generated with multiple CSI reports for each UE, i.e., 268 CSI feedbacks for each UE. Case 1 does not involve CSI prediction at the UE-side; thus, we adopt periodic CSI-RS configuration, i.e., a CSI-RS periodicity of 5ms is used in our study.  Some key simulation configuration parameters for generating the training dataset are specified in Table 3.2-1. 
Table 3.2-1: Simulation parameters for ML model training dataset generation
	[bookmark: _Hlk161417175]Parameter
	Value

	Duplex, Waveform 
	FDD, OFDM 

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 only, 4GHz.

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for (rank 1-2)

	BS Tx power 
	44dBm for 20MHz

	Numerology: SCS
	30kHz for 4GHz

	UE distribution
	80% indoor, 20% outdoor 

	CSI-RS configuration
	Periodic, 5 ms

	CSI report periodicity 
	5 ms (total 268 CSI feedbacks are generated)



For AI/ML model training, Table 3.2-2 describes the major configurations. 

Table 3.2-2: AI/ML model related configurations/assumptions 
	Type
	AI/ML parameter
	Value

	Common description
	Input type
	Eigenvectors of channel matrix

	
	Output type
	Eigenvectors of channel matrix

	
	Quantization/dequantization method
	SQ and VQ, Case 2-2 

	
	Rank/layer adaptation settings for rank >1
	Layer-specific and rank-common

	
	CQI/RI determination method(s) for AI/M
	Option 2a

	CSI generation part
	AI/ML model backbone
	CNN-based

	
	Pre/post-processing
	N/A

	
	FLOPs/M for model
	356 – 362M

	
	FLOPs/M for pre/post-processing
	N/A

	
	Number of parameters/M
	2.2 – 5.2M

	
	Storage/Mbytes
	8.6 – 19.8Mbytes

	CSI reconstruction part
	AI/ML model backbone
	CNN-based

	
	Pre/post-processing
	N/A

	
	FLOPs/M for model
	580 – 586M

	
	FLOPs/M for pre/post-processing
	N/A

	
	Number of parameters/M
	3.6 – 6.5M

	
	Storage/Mbytes
	13.7 – 25.9Mbytes

	Dataset description
	Train/K
	48K (with 268 TTIs in each)

	
	Test/K
	8.3K (with 268 TTIs in each)

	
	Ground-truth CSI quantization method
	N/A

	
	Overhead reduction compared to Float32
	N/A



Additional modeling assumptions, details together with the results are included in the “CSI_Table X1. CSI compression temporal Case125 1-on-1 joint training” result template.

Intermediate KPI evaluation results for scalar quantization scheme
For SGCS performance evaluation and comparison between Case 0 and Case 1 using scalar quantization, we consider different encoder output sizes, i.e., code sizes and various quantization levels, i.e., different number of bits per code. For Case 1, we integrate additional 3 historical CSIs, i.e., loopback k = 3 as the input to the CSI encoder. Table 3.3-1 shows the code size and quantization level configurations that we used in generating the results discussed in this section. 

Table 3.3-1: Configuration for code sizes and quantization levels
	Code size
	Quantization level (bits per code)
	Total number of bits per layer

	8
	[5, 6, 7] bits
	[40, 48, 56] bits

	16
	[5, 6, 7] bits
	[80, 96, 112] bits

	30
	[5, 6, 7] bits
	[150, 180, 210] bits



Figure 3.3-1 depicts the SGCS comparison between Case 0 (SF) and Case 1 (SFT) using scalar quantization scheme. In the comparison, we integrate additional 3 historical CSI feedbacks in the input space for SFT Case 1 scheme. It can be observed from the figure that SFT Case 1 approach (in dotted lines) consistently outperforms the baseline Case 0 approach (in solid lines) in SGCS across all code sizes and all quantization levels. The relative performance gain of using Case 1 (SFT) over Case 0 (SF) is between ~ -0.4 – 7.0 % when using loopback k = 3 as detailed in Table 3.3-2. When the compression rate is high, i.e., code size is very small like 8, there is no significant gain observed for Case 1 over Case 0, this could be due to the high compression rate has caused too much information loss; thus, the benefit of including past CSI at the encoder side may also become insignificant as the information is implicit already from decoder perspective. Figure 3.3-1: SGCS performance comparison between Case 0 (SF) and Case 1 of SFT using scalar quantization scheme.


Table 3.3-2: SGCS details for Case 0 (SF) and Case 1 of SFT using scalar quantization.
	Code size
	Quantization level (bits per code)
	SGCS (Case 0)
	SGCS (Case 1)
	SGCS gain over Case 0

	8
	5
	0.6124
	0.6102
	-0.0022 (-0.36%)

	
	6
	0.6203
	0.6259
	0.0056 (0.90%)

	
	7
	0.6225
	0.63
	0.0075 (1.20%)

	16
	5
	0.6594
	0.7022
	0.0428 (6.49%)

	
	6
	0.662
	0.7068
	0.0448 (6.77%)

	
	7
	0.6621
	0.7081
	0.0460 (6.95%)

	30
	5
	0.7008
	0.7441
	0.0433 (6.18%)

	
	6
	0.7022
	0.7462
	0.0440 (6.27%)

	
	7
	0.7028
	0.7467
	0.0439 (6.25%)



Observation 7: When applying scalar quantization scheme in temporal-domain CSI feedback compression Case 1 (when historical CSIs are used in the CSI generation part only) with 3 additional past CSIs integrated as the input, ~ -0.4 – 7.0% SGCS performance gain is observed over Case 0 BL (without using past CSI information).
Observation 8: When applying scalar quantization scheme in temporal-domain CSI feedback compression Case 1 with encoder output sizes of 8, 16 and 30, consistent SGCS performance gain ~6.5% over Case 0 BL is observed when using code sizes 16 and 30 while no significant gain over Case 0 BL is observed when using smaller code size 8.
System level performance evaluation results for CSI-LUT/vector quantization scheme
For system level performance evaluation/comparison between Rel-16 Type II codebook-based approach (benchmark 1) and Case 0 (benchmark 2) vs, Case 1 using CSI-LUT/vector quantization, we consider code size (encoder output size) of 128 with CSI feedback overhead of 14 bits per layer by setting max rank = 2. For Case 1, we integrate additional 3 historical CSIs, i.e., loopback k = 3 as the input to the CSI encoder. Table 3.4-1 describes the identified CSI overhead bits we use in our study in each of the A, B and C CSI overhead category.
Table 3.4-1: CSI overhead bits used in our study for performance evaluation
	Approach
	Overhead bits (#1)
	Overhead bits (#2)
	Overhead bits (#3)
	Overhead bits (#4)

	Rel-16 Type II codebook
	87 bits
	243 bits
	297 bits
	355 bits

	CSI-LUT/VQ based
	14 bits per layer (total 28 bits)
	-
	-
	-



Figure 3.4-1 depicts the Mean UPT performance comparison between benchmark 1, i.e., Rel-16 Type II codebook-based approach and CSI-LUT/VQ based approach (Case 0 and Case 1), and Figure 3.4-2 shows the corresponding 5% UPT performance comparison. Table 3.4-2 and Table 3.4-3 show Mean UPT and 5% UPT performance gains for Case 1 over benchmark 1 and Case 0, respectively. 
In both figures, orange dashed lines are Rel-16 Type II codebook-based performance, yellow dots represent the performance of CSI-LUT/VQ based approach for Case 0, and blue dots represent the performance of CSI-LUT/VQ based approach for Case 1. Figure 3.4-1: Mean UPT comparison between Rel-16 Type II codebook vs. Case 0 and Case 1 using CSI-LUT/VQ scheme. 

Figure 3.4-2: 5% UPT comparison between Rel-16 Type II codebook vs. Case 0 and Case 1 using CSI-LUT/VQ scheme.

Table 3.4-2: Mean UPT performance comparison details
	CSI overhead category
	Overhead bits (Rel-16 Type II codebook)
	Mean UPT (Rel-16 Type II codebook)
	Overhead bits (VQ/LUT)
	Mean UPT (Case 0)
	Mean UPT (Case 1)
	Mean UPT gain (Case 1 over Rel-16)
	Mean UPT gain (Case 1 over Case 0)

	A
	87 bits
	44.14 Mbps
	28 bits
	54.65 Mbps
	55.56 Mbps
	26%
	2%



Table 3.4-3: 5% UPT performance comparison details
	CSI overhead category
	Overhead bits (Rel-16 Type II codebook)
	5% UPT (Rel-16 Type II codebook)
	Overhead bits (VQ/LUT)
	5% UPT (Case 0)
	5% UPT (Case 1)
	5% UPT gain (Case 1 over Rel-16)
	5% UPT gain (Case 1 over Case 0)

	A
	87 bits
	5.052 Mbps
	28 bits
	7.850 Mbps
	8.753 Mbps
	73%
	12%



From the above results, we observe the following:
· Both Case 0 and Case 1 significantly outperform Rel-16 Type II codebook-based approach.
· Compared with benchmark 1 (Rel-16 Type II codebook-based approach) with 87 CSI feedback overhead bits, Case 1 with 14 CSI feedback overhead bits per layer outperforms Rel-16 Type II codebook-based approach by 26% and 73% in Mean and 5% UPT, respectively. 
· Compared with benchmark 2 (Case 0) with same 14 CSI feedback overhead bits per layer, Case 1 achieves higher Mean and 5% UPT performance by 2% and 12%, respectively. 
Note that the mean UPT gain is not very significant for Case 1 over Case 0, likely due to the fact that the CSI compression rate is very high using CSI-LUT/VQ scheme for both cases, i.e., with only 14 CSI feedback overhead bits per layer, which may limit the room for additional performance improvement even when using additional past CSI information, at least for Case 1.
· From the CSI feedback overhead reduction perspective, both Case 0 and Case 1 using VQ/LUT based approach can achieve better Mean and 5% UPT performance than Rel-16 Type II codebook-based approach while using < 10% of the original CSI feedback overhead, i.e., 28 bits vs. 355 bits.
Observation 9: When applying CSI-LUT/VQ scheme in temporal-domain CSI feedback compression Case 1 with 3 additional past CSIs integrated as the input, compared with the benchmark of Rel-16 Type II codebook-based approach with 87 CSI feedback overhead bits (max rank = 2), Case 1 with 14 CSI feedback overhead bits per layer (total 28 bits) outperforms Rel-16 Type II codebook-based approach by 26% and 73% in Mean and 5% UPT, respectively.
Observation 10: When applying CSI-LUT/VQ scheme in temporal-domain CSI feedback compression Case 1, compared with the benchmark of Case 0 with same 14 CSI feedback overhead bits per layer (total 28 bits), Case 1 outperforms Case 0 by 2% and 12% in Mean and 5% UPT, respectively. 
Conclusions
In this contribution, we discussed the pros and cons on the options to alleviate inter-vendor collaboration issue/effort based on sub-options agreed in RAN1#116bis for the identified aspects from RAN1#116. We also discussed the evaluation aspects among the cases of temporal-domain CSI compression using two-sided model. Our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]For inter-vendor collaboration:
Observation 1: For CSI compression using two-sided model sub use case, our views on the options and sub-options for alleviating inter-vendor collaboration issue are summarized in Table 2-1 based on the agreements reached in RAN1#116bis [3].
Observation 2: Among the options to alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, Option 1 can eliminate the inter-vendor collaboration complexity as concluded in RAN1#116bis, however, Option 1 may have performance limitation and it may also incur more specification effort compared to other options. 
Observation 3: Among the options to alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, Option 3 may require less specification effort than Option 1.
Observation 4: Among the options to alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, Option 4 and Option 5 have no data and/or vendor implementation privacy issue and they may also require less specification effort than Option 1.
Proposal 1: Among the options to alleviate/resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, consider further studying Option 3, Option 4, and Option 5.
FFS: data/dataset format, content, and model format. 
FFS: mechanisms/procedures for model parameters/model and dataset exchange.
For clarification regarding evaluation of temporal domain aspects of CSI compression:
Observation 5: Among the cases for evaluating temporal-domain AI/ML-based CSI compression using two-sided model, an example of Case 1 implementation may include both current and past CSI information as the output of CSI generation part.
Observation 6: Among the cases for evaluating temporal-domain AI/ML-based CSI compression using two-sided model, the main difference between Case 1 and Case 2 is that Case 1 only implicitly leverage the past CSI information received from the CSI generation part while Case 2 explicitly uses past CSI information in reconstructing the CSI for current slot. 
Proposal 2: For the evaluation of temporal-domain CSI compression Case 1, consider at least one implementation option that the compressed representation of CSI generation part output may contain the past CSI information.
For performance evaluation:
Observation 7: When applying scalar quantization scheme in temporal-domain CSI feedback compression Case 1 (when historical CSIs are used in the CSI generation part only) with 3 additional past CSIs integrated as the input, ~ -0.4 – 7.0% SGCS performance gain is observed over Case 0 BL (without using past CSI information).
Observation 8: When applying scalar quantization scheme in temporal-domain CSI feedback compression Case 1 with encoder output sizes of 8, 16 and 30, consistent SGCS performance gain ~6.5% over Case 0 BL is observed when using code sizes 16 and 30 while no significant gain over Case 0 BL is observed when using smaller code size 8.
Observation 9: When applying CSI-LUT/VQ scheme in temporal-domain CSI feedback compression Case 1 with 3 additional past CSIs integrated as the input, compared with the benchmark of Rel-16 Type II codebook-based approach with 87 CSI feedback overhead bits (max rank = 2), Case 1 with 14 CSI feedback overhead bits per layer (total 28 bits) outperforms Rel-16 Type II codebook-based approach by 26% and 73% in Mean and 5% UPT, respectively.
Observation 10: When applying CSI-LUT/VQ scheme in temporal-domain CSI feedback compression Case 1, compared with the benchmark of Case 0 with same 14 CSI feedback overhead bits per layer (total 28 bits), Case 1 outperforms Case 0 by 2% and 12% in Mean and 5% UPT, respectively.  
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