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* * * First Change * * * *
[bookmark: _Toc177384927][bookmark: _Hlk124865823]5.10.1	General
The NWDAF containing MTLF can leverage Federated Learning (FL) technique to train an ML model. To apply FL technique for ML model training, there is no need for input data transfer (e.g. centralized into one NWDAF) but only need for cooperation among multiple NWDAFs (MTLF) distributed in different areas, i.e. sharing of ML model(s) and of the learning results among multiple NWDAFs (MTLF).
[bookmark: _Toc122419263]The NWDAF containing MTLF determines to train an ML model either based on local configuration or when it receives the request from NWDAF containing AnLF as described in clause 5.3 of 3GPP TS 23.288 [17]. If the NWDAF containing MTLF can act as an FL server for the ML model training, then FL procedure is initiated by the NWDAF containing MTLF as FL server NWDAF directly, otherwise, the NWDAF containing MTLF should discover an FL server NWDAF as described in clause 5.3.2.2 of 3GPP TS 29.510 [26] and request the FL server NWDAF to provide the trained ML model as described in clause 5.10.2.1.
The NWDAF containing VFL server or VFL client can leverage Vertical Federated Learning (VFL) technique to train an ML model.
[bookmark: _Toc177384928]* * * Next Change * * * *
5.10.3	Procedures related to Vertical Federated Learning
5.10.3.1	General Procedure for Vertical Federated Learning when NWDAF is acting as VFL server
This procedure is used by the NWDAF containing VFL Server to trigger training procedure for Vertical Federated Learning among multiple NWDAF instances and/or AF containing VFL client.
Editor’s Note:	As current stage2 procedure is not stable, and also the Data type used in the procedure have not been defiended, it is FFS how to document the procedures related to VFL.
* * * End of Changes * * * *

