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Agenda Item:
6.19.9 - Study on Management of planned configurations
1
Decision/action requested

The group is requested to discuss and approve the pCR below.
2
References

[1]

3GPP TS 28.872: "Study on Management of planned configurations"
3
Rationale

None.
4
Detailed proposal

The following changes are proposed for TR 28.872[1].

	Begin of modifications


5.1
Use case #1: Managing planned configurations

5.1.1
Description

The information architecture specified in SA5 knows only one type of data node tree on a MnS producer. This data node tree includes configuration data nodes and state data nodes. When writing to configuration data nodes on a MnS producer it is normally expected that the new values are applied to the managed system. The data node tree represents hence the best information that the management system has about the current configuration really running in the managed system and the state of the managed system.

Many management problems would benefit from the possibility of creating planned configurations that are not active yet and that can be manipulated without changing the current configuration of the managed system. When ready, the planned configurations can be activated.

Planned configurations do not contain any state data, only configuration data.
Planned configurations have meta data such as a name, a description, or the date and time of the last modification.
Editor's note: Additional meta data like activation mode or states (such as NOT_VALIDATED, VALIDATING, VALIDATED, ACTIVATING, ACTIVATED) is ffs.
5.1.2
Potential requirements

Req-1: The 3GPP management system should support creating, reading, updating, and deleting planned configurations for managed systems.
Reg-2: The 3GPP management system shall support creating, reading, updating, and deleting meta data for planned configurations.

5.1.3
Potential solutions
5.1.3.1
Potential solution #1: Data node tree
A new capability is introduced that allows to create, update, and delete planned configurations. Planned configurations can be manipulated without impacting the current configuration of the managed system. They contain only information relating to configuration data nodes. Information relating to state data nodes is omitted.
A planned configuration may include only the configuration for the part of the managed system that shall be reconfigured. For example, when a cell is to be reconfigured, the planned configuration may contain the configuration of the complete BTS supporting the cell or only the configuration of the cell itself (with required containment nodes).
A planned configuration is represented by a data node tree. The data node tree is compliant to the NRM schema that also describes the data node tree of the corresponding current configuration. The values of the configuration data nodes in the data node tree are those values with which the managed system shall be reconfigured.

Note that NRM schemas currently specified in 3GPP SA5 are OpenAPI definitions and YANG definitions.

The normal CRUD operations specified in TS 28.532 [2] are used for manipulating the data node trees of planned configurations.

Multiple alternative data node trees with planned configurations may be instantiated.
The planned configuration is merged into the current configuration.
The planned configurations and the current configuration need to be distinguished. The solution for this depends on the protocol.
HTTP/JSON
The path component "plans" is inserted between the path components "/{MnSName}/{MnSVersion}" and the URI-LDN. The "plans" resource shall exist on MnS producers supporting planned configurations. The "plans" resource is a collection resource.
An item of the collection resource "plans/<planId>" is created by MnS consumers using HTTP PUT. The following example demonstrates the creation of a new item of a "plans" collection resource.
	PUT 3gpp/ProvMnS/1900/plans/p1 HTTP/1.1

Host: example.org

Content-Type: application/json
{
  "name": "NewBts10Plan",

  "description": "This is the plan for the new BTS 10.",

}


After applying the creation request the collection resource for planned configurations has a new item for a planned configuration. At this point in time, it contains just the plan meta data but not the new planned configuration.
	{

  "plans": {

    "p1": {
      "name": "NewBts10Plan",

      "description": "This is the plan for the new BTS 10.",

      "lastModified": "Tue, 06 Aug 2024 16:50:26 GMT",
    }

  }

}


The data node tree of the planned configuration is described by the definition of the NRM representing the system for which is the planned configuration. The planned configuration is described by the same definition as the current data node tree. The data nodes of the planned configuration are accessed using the methods described in clause 12.1.1 of TS 28.532 [2].
The planned data node tree contains the data nodes that are to be reconfigured. Deletion of data nodes requires special consideration. Attributes and attribute fields are marked for deletion by setting their value to the literal name "null". Objects are marked for deletion by setting the value of the "attributes" container to the literal name "null". Attribute elements cannot be marked for deletion. Instead, the complete array with all items needs to be present in the planned data node tree.
The following example shows how the new item for a planned configuration created in the example above can be populated with data. In this case a new "ManagedElement" object is added to the planned configuration data tree. The empty "SubNetwork" represents an object existing in the current configuration and is required for containment purposes. The planned configuration is manipulated using HTTP PATCH with JSON Patch.
	PATCH 3gpp/ProvMnS/1900/plans/p1 HTTP/1.1

Host: example.org

Content-Type: application/json-patch+json
[

  {

    "op": "add",

    "path": "/SubNetwork=SN1",

    "value": {

      "id": "SN1"

    }

  },

  {

    "op": "add",

    "path": "/SubNetwork=SN1/ManagedElement=ME10",

    "value": {

      "id": "ME10",

      "attributes": {

        "userLabel": "Berlin NW 1",

        "vendorName": "Company XY",

        "location": "Castle Charlottenburg"

      }

    }

  }

]


After applying the request, the planned configuration looks like following.
	{

  "plans": {

    "p1": {

      "name": "NewBts10Plan",

      "description": "This is the plan for the new BTS 10.",

      "lastModified": "Tue, 06 Aug 2024 16:50:26 GMT",

      "SubNetwork": [

        {

          "id": "SN1",

          "ManagedElement": [

            {

              "id": "ME10",

              "attributes": {

                "attributes": {

                  "userLabel": "Berlin NW 1",

                  "vendorName": "Company XY",

                  "location": "Castle Charlottenburg"
                }

              }

            }

          ]

        }

      ]

    }

  }

}


To read the planned configuration "p1" a MnS consumer may send the following request.
	GET 3gpp/ProvMnS/1900/plans/p1 HTTP/1.1

Host: example.org

Accept: application/json 


The MnS producer may send the following response.
	HTTP/1.1 200 OK

Date: Tue, 06 Aug 2023 16:50:26 GMT

Content-Type: application/json

{

  "name": "NewBts10Plan",

  "description": "This is the plan for the new BTS 10.",

  "lastModified": "Tue, 06 Aug 2024 16:50:26 GMT",

  "SubNetwork": [

    {

      "id": "SN1",

      "ManagedElement": [

        {

          "id": "ME10",

          "attributes": {

            "attributes": {

              "userLabel": "Berlin NW 1",

              "vendorName": "Company XY",

              "location": "Castle Charlottenburg"

            }

          }

        }

      ]

    }

  ]

}


The next example shows how an attribute is marked for deletion.
	PATCH 3gpp/ProvMnS/1900/plans/p1/SubNetwork=SN1/ManagedElement=ME1/XyzFunction=XYZF1 HTTP/1.1

Host: example.org

Content-Type: application/json-patch+json
[

  {

    "op": "replace",
    "path": "/attributes/attrA",
    "value": null

  }
]


After applying the PATCH request the data node looks as follows in the planned configuration.
	{

  "id": "XYZF1",
  "attributes": {

    "attrA": null,

  }

}




Note that the attribute "attrA" is not deleted but only marked for deletion.
The following example shows how a planned configuration is manipulated using HTTP PATCH with JSON Merge Patch.
	PATCH 3gpp/ProvMnS/1900/plans/p1/SubNetwork=SN1/ManagedElement=ME1/XyzFunction=XYZF1 HTTP/1.1

Host: example.org

Content-Type: application/merge-patch+json
{

  "id": "XYZF1",

  "attributes": {

    "attrA": null
  }

}


Editor's note: It is ffs if meta data and configuration changes should be separated by the dedicated properties "meta-data" and "configuration-changes".
	End of modifications


