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FEC	Frame Erasure Concealment
FOA	First-Order Ambisonics
GCC-PHAT	Generalized Cross-Correlation PHAse Transform
HQ	High-Quality
HOA	Higher-Order Ambisonics
HRIR	Head-Related Room Impulse Response
HRTF	Head-Related Transfer Function
IC-BWE	Inter-Channel BandWidth Extension
ICA	Inter-Channel Alignment
ICC	Inter-Channel Coherence
IGF	Intelligent Gap Filling
ILD	Inter-Channel Level Difference
ITD	Inter-Channel Time Difference
ISM	Independent Streams with Metadata
[bookmark: _Hlk156401089]JBM	Jitter Buffer Management
LCLD (codec)	Low-Complexity Low-Delay (codec)
LC3plus	Low Complexity Communication Codec plus 
LFE	Low-Frequency Effects
LP	Linear Prediction
MASA	Metadata-Assisted Spatial Audio
McMASA		Multi-Channel MASA
MC	Multi-Channel
MCT	Multi-channel Coding Tool
MD	MetaData
MDCT	Modified Discrete Cosine Transform
MDFT	Modified Discrete Fourier Transform
MDST	Modified Discrete Sine Transform
OLA	OverLap-Add
OMASA	Objects with MASA
OSBA	Objects with SBA
PCA	Principal Component Analysis
PLC	Packet Loss Concealment
SAD	Sound Activity Detection
SBA	Scene-Based Audio
SCE	Single Channel Element
SH	Spherical Harmonics
SNS	Spectral Noise Shaping
SPAR	Spatial Reconstruction
STFT	Short-Term Fourier Transform
TCX	Transform-Coded eXcitation
TD	Time-Domain
TF	Time-Frequency
TNS	Temporal Noise Shaping
[bookmark: _Hlk156401103]TSM	Time Scale Modification
VAD	Voice Activity Detection
VBAP	Vector Base Amplitude Panning
VBR	Variable Bit Rate

		* * * Next Change * * * *
[bookmark: _Toc152693127][bookmark: _Ref156489074][bookmark: _Toc156489311][bookmark: _Toc156813965][bookmark: _Toc157153165][bookmark: _Toc166433969]4.5	Rendering overview
[bookmark: _Toc152693128][bookmark: _Toc156489312][bookmark: _Toc156813966][bookmark: _Toc157153166][bookmark: _Toc166433970]4.5.1	Rendering introduction
The codec for Immersive Voice and Audio Services is part of a framework comprising of an encoder, decoder, and renderer. An overview of the audio processing functions of the receive side of the codec is shown in Figure 4.5‑1. This diagram is based on [6], with rendering features highlighted.



[bookmark: _Ref153188769][bookmark: _Ref156373625]Figure 4.5‑1: Overview of IVAS audio processing functions – receiver side
The interfaces are marked consistently with [6] using the following numbers:
3: Encoded audio frames (50 frames/s), number of bits depending on IVAS codec mode
4: Encoded Silence Insertion Descriptor (SID) frames
5: RTP Payload packets
6: Lost Frame Indicator (BFI)
7: Renderer config data
8: Head-tracker pose information and scene orientation control data
9: Audio output channels (16-bit linear PCM, sampled at 8 (only EVS), 16, 32, or 48 kHz)
10: Metadata associated with output audio  

Rendering is the process of generating digital audio output from the decoded digital audio signal. Rendering is used when output format is different than input format. In case output format is the same as input format, the decoded audio channels are simply passed through to the output channels. Binaural rendering is a special case, where binaural output channels are prepared for headphone reproduction. This process includes head-tracking and scene orientation control, head-related transfer function processing, and room acoustic synthesis. IVAS rendering is integrated with IVAS decoder but can also be operated standalone as external rendering while bypassing the internal renderer. The external renderer can be applied e.g., in the case of rendering outputs originating from multiple sources, such as decoders or audio streams.
[bookmark: _Hlk162468918][bookmark: _Toc152693129][bookmark: _Toc156489313][bookmark: _Toc156813967][bookmark: _Toc157153167]A special feature of the renderer is that it supports split operation with pre-rendering and transcoding to a head-trackable intermediate representation that can be transmitted to a post-rendering end-device. This enables moving a large part of the processing load and memory requirements for IVAS decoding and rendering to a (more) capable node/UE while offloading the final rendering end-device. The IVAS specific split rendering functionality is mostly described in the present document whereas more generic split rendering functionality is specified in TS 26.249 [27]. 
[bookmark: _Toc166433971]4.5.2	Internal IVAS renderer
The internal IVAS renderer is integrated into the IVAS decoder. In case of specific operating points, this integration allows for combining decoding and rendering processes, resulting in efficient processing. Therefore, rendering algorithm descriptions associated with specific audio formats are discussed in clause 6. The rendering modes and rendering control are discussed separately in clause 7.
[bookmark: _Toc152693130][bookmark: _Toc156489314][bookmark: _Toc156813968][bookmark: _Toc157153168][bookmark: _Toc166433972]4.5.3	External IVAS renderer
The external IVAS renderer supports all the functionality of the internal renderer. However, since the external renderer operates stand-alone, combined decoding and rendering processing is not available.
[bookmark: _Toc152693131][bookmark: _Toc156489315][bookmark: _Toc156813969][bookmark: _Toc157153169][bookmark: _Toc166433973]4.5.4	Interface for external rendering
IVAS renderer and its interface provide support to IVAS codec design constraints. The details of the rendering library API are provided in [7] for the fixed-point code and [12] for the floating-point code. The details of the rendering library API are provided in [9].
[bookmark: _Toc166433974][bookmark: _Hlk163001277]4.5.5	Split rendering
The IVAS renderer supports splitting the rendering process between a capable device or network node (where the IVAS decoding and rendering happen) and a less capable device with limited computing and memory resources and motion-sensing for head-tracked binaural output. Split Rendering support consists of three core components, a metadata-based pose correction scheme (in CLDFB domain), a coding scheme in CLDFB domain for low-complexity low-delay stereo coding (LCLD), see clause 7.6.4, and the pre-existing coding scheme LC3plus, see clause 7.6.5. IVAS split rendering functionality is illustrated in Fig. 4.5-2. 
The metadata-based pose correction scheme allows adjusting in a lightweight process a binaural audio signal originally rendered for a first pose according to a second pose. In many split rendering scenarios, the first pose is the potentially outdated lightweight-device pose available at the pre-renderer while the second pose is the current and accurate pose available at the lightweight-device. The metadata is calculated at the capable device or network node based on additional binaural renditions at probing poses different from the first pose. For increasing degrees-of-freedom (DOF) an increasing number of additional binaural renditions at different probing poses is required. The metadata is transmitted to the lightweight device along with the coded binaural audio signal rendered for the first pose. 
The binaural audio signal rendered to the first pose is encoded using one of the two codecs, LCLD or LC3plus. The two codecs have complementary properties giving implementors the freedom to make individual trade-offs between complexity, memory, latency, and rate-distortion performance and to implement a design that is optimized for a given IVAS service and hardware configuration. The coding scheme for the binaural audio signal defaults based on the domain the binaural renderer operates in, with LCLD being the default for CLDFB-based rendering and LC3plus being the default where rendering is performed in time-domain. The default can also be overwritten, meaning that irrespective of the rendering domain, either the LCLD or the LC3plus codec or even transmission over a PCM interface may be selected. The latter allows using further coding solutions for the binaural audio signal. 
The split rendering can operate at various DOFs, ranging from 0-DOF (no pose correction) to 3-DOF (pose correction on the three rotational axes yaw, pitch, roll) at bit rates from 256 kbps (0-DOF) to 384 - 768 kbps (1 to 3-DOF). The split rendering operates on and delivers audio sampled at a rate of 48 kHz.  

[image: ]
 Figure 4.5‑2: IVAS Split Rendering functions 


		* * * Next Change * * * *
[bookmark: _Toc166433975]7.6	Split rendering
[bookmark: _Toc166433976]7.6.1	Overview
IVAS supports split rendering wherein the process of binaural rendering and headtracking is split between a main device (pre-renderer) and a light-weight head-worn device (post-renderer). The split-rendering architecture in IVAS is such that the complexity at the post-renderer is substantially less than the complexity of the IVAS decoder and renderer. 
There are two architectures of split rendering supported in IVAS. The first architecture, described in Figure 7.6-1, extends IVAS decoder and internal renderer to perform the pre-rendering part of split renderer, whereas the post rendering is done using a separate post-renderer. In the second architecture, described in Figure 7.6-2, the IVAS decoder runs in pass-through mode and the IVAS external renderer is extended to perform the pre-rendering part of split renderer.
Split rendering in IVAS is supported with all immersive input formats and 48kHz sampling rate. For configuration of split rendering, a degree of freedom (DOF) may be specified at the main device (pre-renderer), which determines the rotation axes for which pose correction can be performed at the light-weight device (post-renderer). The DOF value specifies the number of axes compensated, and a special value of 0 DOF means no pose correction capability is available at the post-renderer. The pre-rendering configuration is further described in 7.6.2.


[bookmark: _Ref153193455][bookmark: _Ref156382298]Figure 7.6‑1: Split rendering architecture with IVAS decoder 



Figure 7.6‑2: Split rendering architecture with IVAS external 

[bookmark: _Toc166433977]7.6.2	Split pre-rendering
[bookmark: _Toc166433978]7.6.2.1	Overview
As shown in Figure 7.6-1, the pre-renderer takes IVAS bitstream b1 as input and runs IVAS decoder to generate the immersive audio . The pre-renderer also obtains a reference head Pose , associated with the user of the light-weight device or post-renderer, via a backchannel from post-renderer to pre-renderer. The post-renderer may encode the reference head pose into a pose bitstream , in which case  shall be obtained by decoding . Alternatively, the reference pose can also be a static value (the default is forward-looking pose, with rotations along yaw, pitch and roll axis set to 0 degrees). Once the reference head pose is obtained, a reference binaural signal is generated with the reference head pose  and the default binaural renderer for a given format. Next if pose correction is enabled, one or more binaural pre-renditions are computed with the same default binaural renderer, corresponding to one or more probing head poses  , where  > 1 and  is computed by adding fixed offsets to the reference pose  such that each probing pose differs from the reference pose along one rotation axis only, as described in Table 7.6-1. If pose correction is not enabled, then the additional pre-renditions are not generated.
If the rendering happens in time domain, then all binaural signals are converted to CLDFB domain and the CLDFB domain binaural signals are fed to the metadata computation block, which computes metadata  such that all binaural pre-renditions can be reconstructed using the reference binaural signal and metadata .
The reference binaural signal is either coded with the Low Complexity Low Delay (LCLD) codec or the Low Complexity Communication Codec plus (LC3plus) depending on the default transport codec settings, as described in Table 7.6-2. Alternatively, the codec can be set explicitly via the split rendering interface and either LCLD, LC3plus or PCM can be used with any IVAS immersive input format. The reconstruction metadata M is quantized and coded by the metadata encoder block using the symmetries in probing poses and metadata. The encoded reference binaural signal and encoded metadata are multiplexed to generate the split rendering bitstream  that is transmitted to the post-renderer. 
The reference head pose  is coded in the bitstream  as part of metadata , whereas the offsets to compute probing poses from the reference pose are static and known a priori to both pre-renderer and post-renderer.
Table 7.6‑1: Probing poses configuration

	DOF
	Default Axes
	Total number of probing poses
	Offsets from reference pose {yaw_offset, pitch_offset, roll_offset} in degrees

	0 DOF
	N/A
	0
	N/A

	1 DOF
	Yaw
	2
	{15, 0, 0}, {-15, 0, 0}

	2 DOF
	Yaw, Pitch
	4
	{15, 0, 0}, {-15, 0, 0}, {0, 15, 0}, {0, -15, 0}

	3 DOF, HQMODE OFF
	Yaw, Pitch, Roll
	4
	{15, 0, 0}, {-15, 0, 0}, {0, 10, 0}, {0, 0, 10}

	3 DOF, HQMODE ON
	Yaw, Pitch, Roll
	6
	{15, 0, 0}, {-15, 0, 0}, {0, 15, 0}, {0, -15, 0}, {0, 0, 15}, {0, 0, -15}


Table 7.6‑1: Probing poses configuration

Table 7.6‑2: Default split rendering transport codec configuration

	IVAS Renderer domain (CLDFB domain OR Time (TD) domain)
	Default split rendering transport codec

	CLDFB
	LCLD

	TD
	LC3plus

	CLDFB + TD (for combined formats like OSBA and OMASA)
	LCLD




[bookmark: _Toc162445022][bookmark: _Toc166433979]7.6.2.2	Supported Split Rendering bitrates with LCLD or LC3plus codec
Table 7.6-3: Supported Split Rendering bitrates with the LC3plus codec
	LC3plus Configuration
	DoF
	Split rendering total bitrate
(kbps)
	Split rendering frame size
(ms)

	5ms or 10ms frame duration
	0
	256, 384, 512
	5 or 10

	5ms or 10ms frame duration
	1-3
	384, 512, 768
	20



Table 7.6-4: Supported Split Rendering bitrates with the LCLD codecTable 7.6-3: Supported Split Rendering bitrates with the LC3plus codec
	LCLD configuration
	DoF
	Split rendering total bitrate
(kbps)
	Split rendering frame size
(ms)

	5ms or 10ms or 20ms frame duration 
	0
	256, 384, 512
	5 or 10 or 20

	20ms frame duration
	1-3
	384, 512, 768
	20




[bookmark: _Toc166433980]7.6.2.3	Supported Split Rendering bitrates with PCM output
In this mode the pre-renderers output PCM binaural data and a separate metadata bitstream. The split rendering bitrate provided via API is the bitrate of pose correction metadata. This mode is only supported with 1 to 3 DOF configurations. 0 DOF is the equivalent of the IVAS binaural output.
Table 7.6-5: Supported Split Rendering bitrates with the PCM binaural output

	DoF
	Supported bitrate

	Split rendering frame size
(ms)

	1
	Greater than or equal to 50kbps
	20

	2
	Greater than or equal to 66kbps
	20

	3
	Greater than or equal to 128kbps
	20



Table 7.6-5: Supported Split Rendering bitrates with the PCM binaural output

[bookmark: _Toc166433981]7.6.2.4	Split pre-rendering of SBA
When the IVAS input format is SBA, the IVAS decoder runs the default ambisonics to binaural internal renderer    times including one binaural rendition with reference head pose P’ and  binaural renditions with  probing head poses, respectively, as described in Figure 7.6-1.  SBA rendering is always in CLDFB domain and the  binaural signals in CLDFB domain are then fed to the metadata generator, as described in clause 7.6.3. The reference binaural signal is coded with the split rendering transport codec and the coded bits are combined with coded metadata bits to form split rendering bitstream.
When the external renderer is running in split pre-rendering mode then the IVAS decoder decodes the IVAS bitstream and outputs SBA-format audio. The external renderer then performs  ambisonics to binaural renditions, as described in Figure 7.6-2.
[bookmark: _Toc166433982]7.6.2.5	Split pre-rendering of MASA
When the IVAS input format is MASA,  MASA to binaural renditions are done by the default IVAS MASA renderer.
When the external renderer is running in split pre-rendering mode then the IVAS decoder decodes the IVAS bitstream and outputs MASA format audio. The external renderer then performs  MASA to binaural renditions, as described in Figure 7.6-2.

[bookmark: _Toc166433983]7.6.2.6	Split pre-rendering of CBA
When the IVAS input format is CBA,  multi-channel to binaural renditions are done by the default IVAS multi-channel renderer.
When the external renderer is running in split pre-rendering mode then the IVAS decoder decodes the IVAS bitstream and outputs channel-based format audio. The external renderer then performs  multi-channel to binaural renditions, as described in Figure 7.6-2.

[bookmark: _Toc166433984]7.6.2.7	Split pre-rendering of ISM
When the IVAS input format is ISM,  ISM to binaural renditions are done by the default IVAS ISM renderer. In this format, an ILD flag is set and used in split-rendering metadata computation as described in clause 7.6.3.
When the external renderer is running in split pre-rendering mode then the IVAS decoder decodes the IVAS bitstream and outputs ISM format audio. The external renderer then performs  ISM to binaural renditions, as described in Figure 7.6-2.

[bookmark: _Toc166433985]7.6.2.8	Split pre-rendering of OSBA
When the IVAS input format is OSMA, the objects and SBA signals are rendered to binaural separately and then added together to form the final binaural signal. The  ISM to binaural renditions are done using the default ISM renderer and the  SBA to binaural renditions are done using the default SBA renderer. In this format, an ILD flag is set and used in split-rendering metadata computation as described in clause 7.6.3.

[bookmark: _Toc166433986]7.6.2.9	Split pre-rendering of OMASA
When the IVAS input format is OMASA, objects and MASA signals are rendered to binaural separately and then added together to form the final binaural signal. The  ISM to binaural renditions are done by the default ISM renderer and the  MASA to binaural renditions are done by the default MASA renderer. In this format, an ILD flag is set and used in split-rendering metadata computation as described in clause 7.6.3.

[bookmark: _Toc166433987]7.6.3	Intermediate split renderer metadata format
[bookmark: _Toc166433988]7.6.3.1	Overview
Split rendering metadata is computed to perform pose correction on the reference binaural signal from head pose  at the pre-renderer to the latest head pose  at the post-renderer. The metadata is computed in CLDFB domain, wherein the 60 CLDFB bands are grouped into 20 metadata bands with the mapping shown in Table 7.6-6.
Table 7.6‑6: Metadata banding

	Metadata bands
	CLDFB bands

	1
	1

	2
	2

	3
	3

	4
	4

	5
	5

	6
	6

	7
	7

	8
	8

	9
	9

	10
	10

	11
	11

	12
	12, 13

	13
	14,15

	14
	16, 17, 18, 19, 20

	15
	21, 22, 23, 24, 25

	16
	26, 27, 28, 29, 30

	17
	31, 32, 33, 34, 35

	18
	36, 37, 38, 39, 40

	19
	40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50

	20
	50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60


Table 7.6‑6: Metadata banding

The banded covariance computation between a binaural signal corresponding to head pose  and a binaural signal corresponding to head pose  , where  and  are any two poses from the   head poses, is done as follows:

where,  is the [2x1] matrix of the binaural signal corresponding to head pose  at time slot m and CLDFB band index k,  is  the complex conjugate matrix of the binaural signal corresponding to head pose  at time slot m and band index k,  is the metadata band index with range ,  and  are the start and end CLDFB band indices as per Table 7.6-6.
[bookmark: _Toc166433989]7.6.3.2	Metadata computation, quantization and coding
[bookmark: _Toc166433990]7.6.3.2.1	Metadata computation for deviations about Yaw axis
The metadata corresponding to probing poses that deviate only along Yaw axis is computed as follows. First, a transformation matrix  in each metadata band is computed as follows:
	,
 	(7.6-1)
where,  is the 2x2 covariance matrix of the reference binaural signal  corresponding to reference pose ,  is the 2x2 covariance matrix of the reference binaural signal and the binaural signal corresponding to probing pose   . 
With the above transformation matrix, a post prediction matrix is computed as
	.	
 (7.6-2)
The enhanced metadata prediction matrix  is computed by multiplying  with a gain matrix  to further match the energy in the post-prediction matrix. The gain matrix  is computed as follows.
	,	
 (7.6-3)
where 
	).	
 (7.6-4)
 is the 2x2 covariance matrix of the binaural pre-rendition corresponding to probing pose Ps, and  is the 2x2 covariance matrix of the reconstructed binaural pre-rendition corresponding to probing pose Ps as given in equation (7.6-2).
		
 (7.6-5)
The matrix is quantized and coded in the metadata bitstream.
The yaw metadata in high frequency range is computed differently when ILD flag (as mentioned in clause 7.6.2.5) is set OR when the quantization strategy is Q2 or Q3 as described in Table 7.6-7. If the ILD flag is set or if the quantization strategy is Q3, the first 4 metadata bands, i.e., frequency range 0 to 1600 Hz,  matrix is computed as shown in equation (7.6-5) to enable the reconstruction of both magnitude and phase of the binaural signal corresponding to probing pose Ps from the reference binaural signal. In the remaining metadata bands, i.e., frequencies above 1600 Hz, a real only 2x2 diagonal matrix D is computed to enable the reconstruction of just magnitude of the binaural signal corresponding to probing pose Ps from the reference binaural signal. The computation of D is as follows:

	,	
 (7.6-6)
where 
	. 	
 (7.6-7)
 and D matrix is quantized and coded in the metadata bitstream which is then combined with coded reference binaural signal bitstream to form split rendering output bitstream.If the quantization strategy is Q2, the first 10 metadata bands, i.e., frequency range 0 to 4000 Hz,  matrix is computed as shown in equation (7.6-5). In the remaining metadata bands, i.e., frequencies above 4000 Hz, the real only 2x2 diagonal matrix D is computed as per equation (7.6-7).
 and D matrix is quantized and coded in the metadata bitstream which is then combined with coded reference binaural signal bitstream to form split rendering output bitstream.



[bookmark: _Toc166433991]7.6.3.2.2	Quantization and coding of Yaw metadata
The high frequency elements of matrix  may be converted to absolute values depending on the quantization strategy as described in clause 7.6.3.3. Then, a fix  matrix is subtracted from the matrix  (and  when ILD flag is enabled) before quantization.
	, ,	
 (7.6-8)						
Where,  is a 2x2 identity matrix for the bands with real only diagonal matrix D coefficients. For the complex  coefficients,  is computed as follows.

		
 (7.6-9)
and  is the deviation between probing pose  and reference pose  about the Yaw axis.
Each element is uniformly quantized and the quantized index is computed as shown below:
	,	
 (7.6-10)
where  ,  ,  is the number of quantization points
,  is the unquantized element of   and  matrix.
The value of  depends on the quantization strategy as described in clause 7.6.3.3. The quantized index  is then coded using either a base2 coding scheme or Huffman coding scheme as described in clause 7.6.3.3. If Huffman coding is used then the quantized indices are first differentially coded using the symmetries in the metadata of various probing poses as given below.



Where,  for real values and  for imaginary values. For the real only diagonal matrix D indices, .
Then modulo  is performed to keep the index range as {}
		
 (7.6-11)	
where and  is the differentially coded index.

[bookmark: _Toc166433992]7.6.3.2.3	Metadata computation for deviations about Pitch axis
Metadata computation for pose deviation along pitch axis is done by using the set of probing poses that deviate from reference pose only by rotation around the pitch axis. The metadata is computed to enable the reconstruction of binaural pre-renditions (BINn) corresponding to the pitch deviation probing poses from the reference binaural signal  corresponding to reference pose . The pitch reconstruction metadata, as shown below, includes a diagonal real 2x2 pitch correction matrix (H) for each time-frequency tile as it is assumed that ITD cues do not change with pitch deviation. 
		
 (7.6-12)
	 	
 (7.6-13)
where  is the covariance matrix of reference binaural presentation , and  is the covariance matrix of a binaural pre-rendition corresponding to pose Ps. 
[bookmark: _Toc166433993]7.6.3.2.4	Quantization and coding of Pitch metadata
The diagonal elements of  matrix are uniformly quantized with 15 quantization points and the quantization range is limited between the values 0.5 and 1.5. The quantized indices are then either coded using a base2 coding scheme or Huffman coding scheme as described in clause 7.6.3.3.
[bookmark: _Toc166433994]7.6.3.2.5	Metadata computation for deviations about Roll axis
Metadata computation for pose deviation along roll axis is done by using the set of probing poses that deviate from reference pose only by rotation around the roll axis. In the first 4 metadata bands, i.e., frequency range 0 to 1600 Hz, a complex valued  matrix is computed to enable the reconstruction of both magnitude and phase of the binaural signal corresponding to probing pose Ps from the reference binaural signal. In the remaining metadata bands, i.e., frequencies above 1600 Hz, a real only 2x2 diagonal matrix  is computed to enable the reconstruction of just magnitude of the binaural signal corresponding to probing pose Ps from the reference binaural signal. The computation of  and  is similar to the metadata computation for deviation about Yaw axis when ILD flag is enabled.
[bookmark: _Toc166433995]7.6.3.2.6	Quantization and coding of Roll metadata
A 2x2 identity matrix  is subtracted from the matrix  and  before quantization.
	 	
 (7.6-14)
		
 (7.6-15)						
Then each element is uniformly quantized with 31 quantization points and the quantization range is limited between the values -1.4 and 1.4. The quantized index is then coded using either a base2 coding scheme or Huffman coding scheme as described in clause 7.6.3.3. If Huffman coding is used, then the quantized indices are first differentially coded using the symmetries in the metadata of various probing poses as described in clause 7.6.3.2.2.
[bookmark: _Toc166433996]7.6.3.3	Common split rendering metadata quantization and coding strategies
Table 7.6‑7: Quantization strategies
	Quantization strategies
	Yaw
	Pitch
	Roll

	
	Number of quantization points
	Complex valued MD band threshold ()
	Number of quantization points
	Complex valued MD band threshold ()
	Number of quantization points
	Complex valued MD band threshold ()

	Q0
	63
	20
	15
	0
	31
	4

	Q1
	31
	20
	15
	0
	31
	4

	Q2
	31
	10
	15
	0
	31
	4

	Q3
	31
	4
	15
	0
	31
	4



The metadata is quantized and coded in a quantization and coding loop which includes iterating over 4 quantization strategies in the order Q0, Q1, Q2, Q3. For each quantization strategy, metadata is quantized with the number of quantization points mentioned in Table 7.6-7. The complex valued MD band threshold () indicates the frequency threshold for complex valued metadata matrix. For pitch axis deviation metadata, the elements are already real valued and hence   is set to 0.

The quantized metadata indices are then coded with Huffman coder. The indices for Yaw and Roll axis metadata are differentially coded with Huffman coder as per equation (7.6-11). If the total Huffman bits are greater than base2 coded bits than metadata indices are coded with base2 coding. If the coded bits are more than the available metadata bit budget, as given in Table 7.6-8, then the metadata is quantized with next quantization strategy and coded with either Huffman coder or base2 coder depending on whichever coding method results in lesser number of coded bits. The quantization strategy is coded in the bitstream with 2 bits and the coding strategy is coded in the bitstream with 1 bit.
Table 7.6‑8: Metadata bit budget 
	Split rendering bitrate (bps)
	Available metadata bitrate (bps)

	768000
	256000

	512000
	128000

	384000
	128000

	256000
	0 (only 0 DOF mode supported)



In addition to rotation axis metadata, reference head pose, DOF, HQ mode, ILD flag and rotation axes are also coded in the bitstream. To code reference head pose, yaw, pitch and roll Euler angles are rounded to nearest integer and coded with 9 bits each. The DOF parameter can take values 0 to 3 and is coded with 2 bits. The ILD flag is coded with 1 bit. The rotation axes indicate the axes for which the metadata is being coded in the bitstream when DOF is set to 1 or 2. For 1DOF, it can take following values {DEFAULT_AXIS, YAW, PITCH, ROLL } and for 2DOF it can take {DEFAULT_AXIS, YAW_PITCH, YAW_ROLL, PITCH_ROLL}. The rotation axes are coded with 2 bits for 1DOF and 2DOF modes. The default rotation axis for 1DOF is YAW and the default for 2DOF is YAW_PITCH.

The remaining bits are then used by either LCLD codec or LC3plus codec to encode the reference binaural signal.


[bookmark: _Toc166433997]7.6.3.4	Intermediate split renderer metadata decoder
The split renderer metadata decoder decodes the reference head pose , DOF, HQ mode, ILD flag, rotation axis and the metadata corresponding to the set of probing poses (Pn) from the bitstream. The metadata decoder decodes coding strategy and quantization strategy from the bitstream. Based on the coding strategy, bits are decoded with either base2 decoder or Huffman decoder to obtain the quantized indices. If Huffman decoder is used then for yaw or roll axis related metadata, differential indices are converted to absolute values as follows.
		
 (7.6-16)	
		
 (7.6-17)

Where,  for real values and  for imaginary values,  are the Huffman decoded indices for each time-frequency tile and  are the absolute indices. For real only diagonal matrix D indices, .
Then modulo  is performed, as described in equation (7.6-11), to keep the index range as {}.
The quantized indices are then converted to quantized values as shown below.
		
 (7.6-18)
Where,  and  are the maximum and minimum values of the quantization range for a given type of metadata parameter, quantization range for metadata parameters along yaw, pitch and roll axis are given in clause 7.6.3.2.2, 7.6.3.2.4 and 7.6.3.2.6,  is the number of quantization points as per the quantization strategy given in Table 7.6-4.
The metadata parameters corresponding to yaw and roll axis are stored in 2x2 matrix form   for each time-frequency tile wherein the matrix  is either real valued or complex valued. The metadata parameters corresponding to pitch axis are stored in real valued 2x2 diagonal matrix form .
A fix  matrix is added to the  as shown below.
		
 (7.6-19)
Where  is given in clause 7.6.3.2.2.

A 2x2 identity matrix  matrix is added to the  as shown below.
		
 (7.6-20)
The metadata matrices ,  and  are interpolated and extrapolated as shown in clause 7.6.6.2 to obtain final 2x2 pose correction matrix.
[bookmark: _Toc166433998]7.6.3.5	Intermediate split renderer metadata loss concealment
In case of packet loss identified by raised BFI flag, the most recent set of successfully decoded split rendering metadata is kept and reapplied for the current (lost) frame.
[bookmark: _Toc166433999]7.6.4	LCLD coded intermediate split renderer binaural audio format
7.6.4.1	LCLD codec overview
The LCLD codec is designed to be a low complexity and low latency codec to transport the oversampled CLDFB (Complex Low Delay Filter Bank) coefficients between devices. Transporting the oversampled CLDFB coefficients allows for post-processing operations to be split between multiple devices, while ensuring no additional latency is incurred due to the conversion between time and filter-bank domains. 
The LCLD codec provides support for 1 and 2 channel content sampled at a rate of 48kHz. The LCLD codec also supports multiple frame rates of 5ms, 10ms, and 20ms.

[bookmark: _Toc166434001]7.6.4.2	LCLD encoder
[bookmark: _Toc166434002]7.6.4.2.1	Overview
The structure of the LCLD codec is shown in figure 7.6-1. The input to the LCLD codec is blocks of oversampled CLDFB coefficients, where the number of blocks is dependent on the desired frame rate. For a frame length of 20ms there will be 16 blocks of CLDFB coefficients, for a frame length of 10ms there will be 8 blocks of coefficients, and for a frame length of 5ms there will be 4 blocks of coefficients. For signals with 2 channels the first operation of the encoder is joint channel coding, which is detailed in section 7.6.4.2.3. After the joint channel coding process, the blocks of CDLFB coefficients are partitioned into groups of slots that will share RMS envelope information. The merging of the blocks into groups is detailed in section 7.6.4.2.4. The RMS envelope for each group of slots is computed in approximate critical bands. The RMS envelope is then used to normalize the CLDFB coefficients. The specific banding of the CLDFB coefficients into perceptual bands is provided in section 7.6.4.2.2, while the RMS envelope calculation, envelope coding, and the normalization of the CLDFB coefficient are detailed in section 7.6.4.2.5. The RMS envelope is further used to calculate a backward adaptive perceptual model, which is designed for integer bit-exact calculation, such that the perceptual model can be computed in the decoder and get the same result. The calculation of the bit-exact perceptual model is covered in section 7.6.4.2.6. The output of the perceptual model is then used to calculate the bit allocation, which is detailed in section 7.6.4.2.8. The actual quantization of the normalized CLDFB coefficients can be achieved in two possible ways; direct scalar quantization followed by Huffman coding or scalar quantization of prediction residual (DPCM) followed by Huffman coding. The DPCM based quantization uses a forward adaptive complex first order predictive structure. The calculation and coding of the prediction coefficients for the DPCM based quantization are covered in section 7.6.4.2.7, while the details of the quantization procedure are provided in section 7.6.4.2.9.
[image: ]
Figure 7.6-1. Schematic of the LCLD Encoder Process



[bookmark: _Toc166434003]7.6.4.2.2	Perceptual Banding
While the LCLD codec transports 60 CLDFB bands many of the encoder and decoder operations are performed on a courser banding structure that approximates critical bands. The number of CLDFB bands contained in the coarser perceptual bands are provided in table 7.6-9. Where  is the number of CLDFB bands in a perceptual band, 
 is the CLDFB start band,  is the CDLFB stop band,  is the start frequency of the band in Hz, and is the stop frequency of the band in Hz.

Table 7.6-9: Perceptual Banding Structure
	Band (m)
	
	
	
	 (Hz)
	 (Hz)

	0
	1
	0
	1
	0
	400

	1
	1
	1
	2
	400
	800

	2
	1
	2
	3
	800
	1200

	3
	1
	3
	4
	1200
	1600

	4
	1
	4
	5
	1600
	2000

	5
	1
	5
	6
	2000
	2400

	6
	1
	6
	7
	2400
	2800

	7
	1
	7
	8
	2800
	3200

	8
	1
	8
	9
	3200
	3600

	9
	1
	9
	10
	3600
	4000

	10
	1
	10
	11
	4000
	4400

	11
	2
	11
	13
	4400
	5200

	12
	2
	13
	15
	5200
	6000

	13
	2
	15
	17
	6000
	6800

	14
	2
	17
	19
	6800
	7600

	15
	2
	19
	21
	7600
	8400

	16
	3
	21
	24
	8400
	9600

	17
	3
	24
	27
	9600
	10800

	18
	4
	27
	31
	10800
	12400

	19
	6
	31
	37
	12400
	14800

	20
	6
	37
	43
	14800
	17200

	21
	7
	43
	50
	17200
	20000

	22
	10
	50
	60
	20000
	24000



[bookmark: _Toc166434004]7.6.4.2.3	Joint Channel Coding
[bookmark: _Toc166434005]7.6.4.2.3.1	Overview 
The Joint Channel Coding module consists of 3 sub-modules:
· Phase Alignment
· Mid/Side Transform
· Real-valued Side Signal Prediction
The usage of each of the sub modules can be signalled efficiently and the associated parameters are efficiently entropy coded. For example, for an amplitude panned stereo signal, Side signal prediction parameters may be used and transmitted to the decoder but no phase alignment parameters. The parameter frequency resolution corresponds to the perceptual frequency bands as shown in table Perceptual Banding Structure and the time resolution corresponds to the frame length. A carefully designed detector decides on the best coding mode in each frame considering the side rate and perceptual benefits using joint channel coding based on the level-dependent perceptual model as described in section 7.6.4.2.6 Perceptual Model.
The encoder joint channel coding can be described in matrix notation as:
	 ,	
 


where  and are the left and right complex input samples in LCLD band b, k is the perceptual band to which the LCLD band  belongs,  is the time sample index within the coded frame, and  is the quantized phase alignment parameter and  the quantized prediction parameter.
[bookmark: _Toc166434006]7.6.4.2.3.2	Bitstream Syntax 
The transmission of joint coding parameters depends on the bitstream element MSMode and 2 additional flags AnyNonZeroPhase and AnyNonZeroPred. Based on the values of these bitstream elements different stereo coding types can be identified as shown in the following table:
Table 7.6-10: Joint Stereo coding types 
	Stereo Coding Type
	Description
	MSMode
	AnyNonZeroPhase
	AnyNonZeroPred

	0
	No joint coding
	0
	NA
	NA

	1
	Basic Mid/Side 
	1 or 2
	NA
	NA

	2
	Mid/Side with phase alignment only
	3

	1
	0

	3
	Mid/Side with side prediction only
	3

	0
	1

	4
	Mid/Side with phase alignment and side prediction
	3

	1
	1



[bookmark: _Toc166434007]7.6.4.2.3.3	Parameter Computation and Quantization
The phase alignment and prediction parameters are computed based on signal energies and (complex-valued) left/right covariance. Phase alignment is only considered if the left/right cross-correlation coefficient exceeds a threshold of , otherwise the phase parameter it is set to 0. 
The left and right signal energies are computed as
	 ,
	 ,
Where  and is the complex left and right input sample respectively and time index n, b is the LCLD band belonging to the perceptual band k and  is the number of samples per frame and LCLD band. The left/right covariance is computed as  
	 ,
where the * indicates complex conjugate. The inter-channel phase difference is computed from the covariance as
	 if  .
Otherwise 
.
The phase quantization index is given as . If equals 12 then is set to 0.
And the quantized phase is 
	 .
In the case of left/right phase alignment using the quantized phase, the modified covariance is given as 
	 .
The mid and side signal energies are computed from original or phase-modified covariance as
	 ,
	 .
The real-valued side prediction parameter which minimizes the side signal energy is computed as
	  .
The quantized prediction coefficient is computed as 
	 .
Finally, the side signal (residual) energy, dependent on application of phase alignment and/or side prediction is computed as
	 .
The mid and side signal energies can also be expressed in terms of the stereo coding type t as shown in table Joint Stereo Coding Types and below where k is the perceptual band index:
	Coding Type t
	1
	2
	3
	4

	Parameters
	
	
	
	



[bookmark: _Toc166434008]7.6.4.2.3.4	Joint Coding Type Decision
For each of the 4 joint stereo coding types (1,2,3,4) listed in above table, a coding gain compared to independent left/right coding (type 0) is estimated based on the level-dependent perceptual model. For each joint coding type the inter-channel level difference of the jointly coded perceptual band is compared to the inter-channel level difference of the independently coded band. If the magnitude of the inter-channel level difference of the jointly coded band exceeds this of the independently (left/right) coded band, then the band is flagged as candidate for the joint coding type in an array called MSFlags. The coding gain in units of bits for the band is calculated as follows:
	 ,

where  refers to the perceptual band as given in Table 7.6-9 (Perceptual Banding Structure), is the perceptual model slope parameter as given in Table 7.6-11 (Perceptual Model SMR Slope) for a given band, is the number of complex-valued LCLD bands belonging to the perceptual band, is the number of complex-valued samples per frame and  is an estimate of the number of Bits needed for an SNR increase by 1dB. The estimate depends on the frame length as follows:
	 .
Table 7.6-11: Perceptual Model SMR Slope Parameter S dependent on the perceptual Band
	Band
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

	
	0.4375
	0.4375
	0.375
	0.3125
	0.3125
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25

	Band
	12
	13
	14
	15
	16
	17
	18
	19
	20
	21
	22
	

	
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	0.25
	



The inter-channel level differences D are computed as follows:
	 ,
	 .

The joint stereo coding candidate bands are given for each stereo coding type  for all  t as
	 ,for all k
	 ,
where is the energy of Mid signal in band k for joint coding type t, is the energy of the Side (residual) signal in band k for coding type t, and and are the energies of the left and right signals respectively.
For each of the joint coding types, a total estimated Bit Saving compared to independent coding is computed as:
	 ,
where  is the number of signalling and parameter bits needed for a joint coding type t and K is the total number of coded perceptual bands. The joint coding type with the highest estimated bit saving is identified as . 
The final joint coding type decision is as follows in pseudo code:
If ( == 2 OR  == 3 OR == 4) AND 

Else if ( )

Else

[bookmark: _Toc166434009]7.6.4.2.3.5	Entropy Coding of Parameters
Phase alignment parameters are entropy coded by computing second order frequency differentials from the phase quantization indices with phase wrapping and Huffman coding using the same code book which is used to code the RMS envelopes. Specifically, the second order differences are computed by first computing the index differences over the perceptual bands and then computing the differences over the first differences. All index differences are wrapped into the quantization range of [-12,12] which exactly corresponds to [], This means that the value for the first frequency band is unmodified, the value for the second frequency band corresponds to a difference and the values in the third frequency band and all other bands correspond to a difference of the first difference. This scheme is efficient for stereo signals with constant inter-channel phase shift and with inter-channel time delay which can be observed for example with HRTF processed signals with a dominant sound source.
Side prediction parameters are entropy coded by quantization and taking differences of the quantization indices over perceptual bands and Huffman coding, again using the same code book as is used for the RMS envelopes. Given the quantization ranges of the joint stereo coding parameters and that of the RMS envelopes index differences never exceed the RMS envelope quantization table range.
[bookmark: _Toc166434010]7.6.4.2.4	Temporal Grouping
A LCLD frame either contains 4,8, or 16 temporal slots of the CLDFB coefficients depending on the specific frame length in use. To reduce side-information cost of transmitting the RMS Envelope, the individual temporal slots of the CLDFB coefficients can be grouped together into groups, where a group is defined to be 1 or more temporal slots of CLDFB coefficients. The LCLD codec transmits a new set of RMS envelope data for each group in a frame. Every frame starts with a new group (i.e. groups cannot cross frame boundaries). 
Grouping control is transmitted to the decoder as a set of single-bit flags for each slot in the frame except the first slot (the first slot is guaranteed to be the start of a new group). A ‘1’ is transmitted to indicate the start of new group, while a ‘0’ is transmitted to indicate the continuation of a group. For example, the group information for a 16-slot frame will contain 15 single-bit flags as the first slot is known to be the start of new group.
Furthermore, for 2-channel content, the encoder can either send grouping information for each individual channel or transmit a single set of grouping information that is applicable to both channels. When 2 channels are present, a single-bit flag is transmitted prior to the grouping information to indicate if the grouping is common for both channels. A ‘1’ means grouping is common and there will only be 1 set of grouping information shared across both channels, while a ‘0’ means the grouping is not common for each channel and 2 sets of grouping information will exist.
The grouping decision is computed using an iterative greedy-merge algorithm. The greedy-merge algorithm attempts to trade-off the cost of transmitting the RMS envelope versus the accuracy of the merged RMS envelope for each individual slot. The greedy-merge algorithm works as follows:
1. Initialize groups to have at least 1 temporal slot each group. The groups can be enumerated g = 0, 1, ... G-1, where G is the total number of groups. 
2. For each group compute a cost function associated with merging the group to the next adjacent group. Starting from group 0, compute the merge cost to merge group 0 and group 1. Then compute the cost of merging group 1 and group 2, proceed until the merge cost of group G-2 and G-1 has been evaluated. 
3. After all possible group merges have been evaluated, find the minimum merge cost computed in step 2. If the merge cost is below a threshold merge the two groups associated with minimum merge cost, reduce the total number of groups (G = G -1), and return to step 2. If the minimum merge cost is greater than a threshold, the greedy-merge algorithm terminates. If the number of groups is 1 the algorithm terminates.
Figure 7.6-2 shows the flow diagram for the greedy-merge algorithm.
[image: ]
Figure 7.6-2. Flow diagram of the greedy-merge algorithm 
The merge cost used in the greedy-merge algorithm is computed using the following steps:
Step 1: Compute the weighted cost of the first group in the possible merge as shown in equation 7.6-21:
	 ,	(7.6-21)
where: 
	 is the weighted cost associated with the first group in a possible merge,
	 is the temporal slot index,
	 is the temporal slot index of the first group in the possible merge,
	 is the temporal slot index of the second group in the possible merge,
	 is the perceptual sub-band index,
	 is the total number of perceptual sub-bands,
	 is the number of CLDFB coefficients in the mth perceptual band,
	 is the weight for the mth perceptual band (the weight values are provided in table 7.6-9,
	 is the energy in dB for the mth perceptual band for the nth slot, and
	 is the estimated RMS envelope for the first group in the possible merge in dB
The energy in dB in each perceptual band (for the nth temporal slot can computed using equations 7.6-22 and 7.6-23.
	 ,	(7.6-22)
	 ,	(7.6.23)
where:
	 is the CLDFB domain signal,
	 is the temporal slot index,
 is the CLDFB band index,
	 is the CLDFB band index at the start of the mth perceptual band,
	 is the CLDFB band index at the end of the mth perceptual band, and 
	 is the complex CLDFB coefficient for the bth CLDFB band and nth temporal block in the frame.
The estimated RMS envelope values in dB for the first group in the possible merge is given by equation 7.6-24:
	 .	(7.6-24)
Step 2: Compute the weighted cost of the second group in the possible merge as shown in equation 7.6-25:
	 , 	(7.6-25)
where:	
 is the weighted cost associated with the second group in a possible merge, and
	 is the temporal slot index of the end of the second group in the possible merge.
The estimated RMS envelope values in dB for the second group in the possible merge is given by equation 7.6-26.
	 .	(7.6-26)
Step 3: Compute the weighted cost of the group resulting from merging the group 1 and group 2 as shown in equation 7.6-27:
	 ,	(7.6-27)
where: 
 is the weighted cost associated with the merge of groups 1 and 2, and
	 is the estimated RMS envelope in dB for the merge of groups 1 and 2.
The estimated RMS envelope values in dB for the merge of group 1 and group 2 is given by equation 7.6-28:
	 .	(7.6-28)
Step 4: Compute the total merge cost for the 2 groups in the possible merge as shown in equation 7.6-29:
	 ,	(7.6.-29)
where:	
 is the merge cost for merging the group g and g + 1,
	 is the weighted cost associated with merging group 1 and group 2,
	 is the estimated bit-cost of transmitting the RMS envelope for group 1,
	 is the estimated bit-cost of transmitting the RMS envelope for group 2, and
	 is the estimated bit-cost of transmitting the RMS envelope for the merged group.
The estimated bit-cost (, , and ) is based on the delta coding of the RMS envelope, which is detailed in section 7.6.4.2.5.
For the case of 2-channel content when common grouping is used across both channels the cost functions are modified in each step of the greedy-merge algorithm to include both channels in the calculations.
The greedy-merge algorithm terminates under 2 conditions; if the number of groups (G) is 1, meaning all blocks in a frame have merged into a single group, or the minimum merge cost function is greater than a threshold. The optimal threshold used for the cost function in equation 7.6-29 is zero. The result of the greedy-merge grouping algorithm is the number of groups G and a set of group lengths (number of temporal slots in a group) Lg for each of the G groups.
Table 7.6-12: Weight values for computing the weighted group costs.
	Perceptual Band (m)
	Weight ()
	Perceptual Band (m)
	Weight ()

	0
	0.5625
	12
	0.75

	1
	0.5625
	13
	0.75

	2
	0.625
	14
	0.75

	3
	0.6875
	15
	0.75

	4
	0.6875
	16
	0.75

	5
	0.75
	17
	0.75

	6
	0.75
	18
	0.75

	7
	0.75
	19
	0.75

	8
	0.75
	20
	0.75

	9
	0.75
	21
	0.75

	10
	0.75
	22
	0.75

	11
	0.75
	
	



[bookmark: _Toc166434011]7.6.4.2.5	RMS Envelope
[bookmark: _Toc166434012]7.6.4.2.5.1	RMS Envelope Calculation
The RMS envelope values are computed for each group in a frame. The output of the grouping algorithm (see section 7.6.4.2.4) is the number of groups G and the length or number Lg. We can also define the temporal block index of the start of a group (Ng) as the sum of the group lengths of the prior groups as shown in equation 7.6-30. Group 0 starts at 0th temporal block index (i.e., N0 = 0).
	 .	(7.6-30)
The RMS envelope for each group and each perceptual band can then be calculated as shown in equation 7.6-31.
	 ,	(7.6-31)
where:
 	 is the RMS envelope for the gth group and the mth perceptual band index,
	 is the complex CLDFB coefficient for the kth CLDFB band and nth temporal slot in the frame,
 is the number of CLDFB coefficients in the mth perceptual band, 
	 is the CLDFB band index at the start of the mth perceptual band, and
	 is the CLDFB band index at the end of the mth perceptual band.
The RMS envelope values are limited to the range -64 to 63 as shown in equation 7.6-32:

	   .	(7.6-32)
[bookmark: _Toc166434013]7.6.4.2.5.2	Normalizing the CLDFB Coefficients with the RMS Envelope
The raw CLDFB coefficients are normalized by the RMS envelope in each group and each perceptual band prior to the DPCM and quantization stage discussed in section 7.6.4.2.9. The normalization of the CLDFB coefficients is shown in equation 7.6-33:
	 ,	(7.6-33)
where:
 	 is the normalized CLDFB coefficient at the nth temporal block index and kth CLDFB band index,
	 is the original CLDFB coefficient at the nth temporal block index and kth CLDFB band index,
	 is the temporal slot index that belongs in gth group, , and
	 is the CLDFB band index that belongs in the mth perceptual band, 
	.
[bookmark: _Toc166434014]7.6.4.2.5.3	RMS Envelope Transmission
The RMS envelope values in each group and each perceptual band excluding the 0th band are transmitted as the Huffman coded difference to the preceding perceptual bands RMS envelope value. The differential RMS envelope values are calculated and limited to the range -32 to 31 as shown in equation 7.6-34.
	
 .	(7.6-34)
The RMS envelope values for the 0th perceptual band for all groups in a frame are transmitted as 7-bit unsigned integer by adding 64 to the value ().
The differential RMS envelope for all bands above the 0th band are coded using a fixed Huffman codebook. 
[bookmark: _Toc166434015]7.6.4.2.6	Perceptual Model
The perceptual model is designed to operate in both the encoder and decoder based only on transmitted information. Specifically, only the RMS envelope (see section 7.6.4.2.5) is used to compute the target SNR requirements, for each channel, for each perceptual band, and each group segment of a frame. As the target SNR calculated by the perceptual model in both the encoder and decoder must match exactly, all arithmetic calculations described here are integer calculations with a maximum precision of 24bits.
The perceptual model computes the target SNR for just noticeable distortion JND (the signal to mask ratio) for each group in a frame and for each perceptual band. As the RMS envelope is transmitted to the decoder in a log space the perceptual model is also computed in a log space. The following steps are used to compute the signal to mask ratio () for each group and perceptual band:
Step 1: Scale the RMS envelope and add the log domain width of the perceptual band as shown in equation 7.6-35:  
	 ,	(7.6-35)
where:
 	 is the scaled energy for the gth group and mth perceptual band,
	 is the RMS envelope for the gth group and mth perceptual band,
	 is the scaled log domain bandwidth of the mth perceptual band, and
	 is a floor operation.
The scaled log domain bandwidth ( ) values are constant so can be pre-calculated as shown in Table 7.6-13. In Table 7.6-13,  is expressed as .

Step 2: Compute the sensation level for each perceptual band as the energy level of the band relative to the absolute threshold of hearing as shown in equation 7.6-36:
	 ,	(7.6-36)
where: 
	 is the sensation level for the gth group in a frame and mth perceptual band, and
	 is the hearing threshold in quiet. The values for   are provided in Table 7.6-14.


Step 3: Compute the mask offset due to the sensation level as shown in equation 7.6-37:
	 ,	(7.6-37)
where: 
 is the mask offset due to sensation level, and 
	 is the sensation level offset gradient for each perceptual band. The values for  are provided in Table 7.6-15.

Step 4: Offset the energy in each perceptual band by the sensation level offset as shown in equation 7.6-38:
	 ,	(7.6-38)
where:
 	 is the energy for the gth group and mth perceptual band offset by the sensation level offset.

Step 5: Convert the sensation offset energy in each perceptual band to the loudness domain as shown in 
equation 7.6-39:
	 .	(7.6-39)

Step 6: Spread the loudness energy in each perceptual band with a spreading function as shown in equation 7.6-40:
	 ,	(7.6-40)
where:
 is the loudness domain masking level,
 is the spreading function applied to the mth perceptual band due to the energy in the lth perceptual band. The values for  are provided in table 7.6-16.
 is a table look-up approximation of a multiply and add in the linear domain as shown in equation 
7.6-41:
	  ,	(7.6-41)
where:
 	 is a table look up, the values of  are provided in Table 7.6-17.

Step 7: Convert mask back from the loudness domain as shown in equation 7.6-42:
		  .	(7.6-42)

Step 8: Compute the signal to mask ratio (target SNR at JND) for the gth group and mth perceptual band as shown in equation 7.6-43:
	 .	(7.6-43)
The above steps are for mono or independent channel coding, however, if 2 channels are present in the signal and joint channel coding is in use, then there is an additional step after step 7. The additional step sets the masking level in both channels to be the greater of the two masking levels as shown in equation 7.6-44. This additional step is only used if there are 2 channels present, the mth band is jointly coded, and the band m is greater than 0. 
	  ,	(7.6-44)
	  .

Table 7.6-13: Bandwidth adjust values ( for each perceptual band
	Band (m)
	
	Band (m)
	

	0
	0
	12
	64

	1
	0
	13
	64

	2
	0
	14
	64

	3
	0
	15
	64

	4
	0
	16
	101

	5
	0
	17
	101

	6
	0
	18
	128

	7
	0
	19
	165

	8
	0
	20
	165

	9
	0
	21
	180

	10
	0
	22
	213

	11
	64
	
	



Table 7.6-14: Threshold in quiet ()for each perceptual band
	Band (m)
	
	Band (m)
	

	0
	133
	12
	282

	1
	133
	13
	307

	2
	133
	14
	330

	3
	133
	15
	352

	4
	133
	16
	404

	5
	133
	17
	461

	6
	133
	18
	525

	7
	133
	19
	631

	8
	138
	20
	1249

	9
	159
	21
	1511

	10
	183
	22
	1519

	11
	241
	
	



Table 7.6-15. Sensation level offset gradient () for each perceptual band
	Band (m)
	
	Band (m)
	

	0
	112
	12
	64

	1
	112
	13
	64

	2
	96
	14
	64

	3
	80
	15
	64

	4
	80
	16
	64

	5
	64
	17
	64

	6
	64
	18
	64

	7
	64
	19
	64

	8
	64
	20
	64

	9
	64
	21
	64

	10
	64
	22
	64

	11
	64
	
	



Table 7.6-16. Spreading function (
	m
	

	0
	0, -1561, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552

	1
	-289, -4, -1234, -2295, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552

	2
	-569, -229, -8, -905, -1705, -2324, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552

	3
	-789, -445, -173, -16, -656, -1271, -1765, -2172, -2520, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552

	4
	-961, -616, -340, -136, -28, -488, -976, -1382, -1729, -2032, -2305, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552

	5
	-1088, -743, -465, -257, -148, -31, -371, -769, -1114, -1417, -1689, -2054, -2483, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552

	6
	-1198, -852, -574, -364, -209, -148, -42, -300, -635, -936, -1207, -1572, -2000, -2376, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552

	7
	-1293, -948, -669, -458, -301, -183, -145, -56, -258, -547, -816, -1179, -1606, -1982, -2311, -2552, -2552, -2552, -2552, -2552, -2552, -2552, -2552

	8
	-1375, -1029, -750, -539, -381, -260, -180, -142, -68, -231, -487, -846, -1272, -1647, -1976, -2261, -2552, -2552, -2552, -2552, -2552, -2552, -2552

	9
	-1444, -1099, -820, -608, -449, -328, -233, -194, -138, -77, -213, -555, -978, -1352, -1681, -1966, -2268, -2552, -2552, -2552, -2552, -2552, -2552

	10
	-1501, -1155, -876, -665, -505, -383, -287, -210, -193, -130, -79, -298, -711, -1083, -1411, -1696, -1997, -2288, -2550, -2552, -2552, -2552, -2552

	11
	-1567, -1221, -942, -730, -570, -448, -351, -272, -206, -189, -151, -72, -349, -713, -1039, -1324, -1625, -1915, -2177, -2448, -2552, -2552, -2552

	12
	-1650, -1304, -1025, -813, -653, -530, -432, -352, -285, -227, -177, -163, -69, -297, -613, -895, -1195, -1485, -1746, -2017, -2238, -2401, -2545

	13
	-1727, -1381, -1102, -890, -730, -607, -509, -428, -360, -301, -249, -180, -153, -72, -257, -527, -824, -1112, -1373, -1643, -1865, -2028, -2171

	14
	-1798, -1452, -1173, -960, -800, -677, -579, -498, -430, -370, -317, -246, -192, -145, -76, -224, -505, -790, -1050, -1320, -1540, -1703, -1847

	15
	-1860, -1514, -1234, -1022, -862, -738, -640, -559, -490, -430, -377, -306, -224, -197, -136, -81, -242, -515, -771, -1040, -1260, -1422, -1566

	16
	-1923, -1577, -1297, -1085, -925, -801, -703, -621, -553, -492, -439, -367, -284, -213, -198, -144, -83, -235, -479, -744, -963, -1125, -1268

	17
	-1986, -1640, -1360, -1148, -988, -864, -766, -684, -615, -555, -501, -429, -345, -273, -211, -204, -146, -89, -216, -465, -680, -841, -984

	18
	-2043, -1697, -1417, -1205, -1044, -921, -822, -741, -672, -611, -557, -485, -401, -328, -264, -211, -205, -140, -93, -227, -430, -588, -729

	19
	-2104, -1758, -1479, -1266, -1106, -982, -884, -802, -733, -673, -619, -546, -461, -388, -324, -269, -212, -211, -151, -100, -195, -336, -472

	20
	-2163, -1817, -1537, -1324, -1164, -1040, -942, -860, -791, -731, -676, -604, -519, -445, -380, -325, -268, -226, -219, -147, -114, -167, -280

	21
	-2203, -1857, -1577, -1365, -1205, -1081, -982, -901, -831, -771, -717, -644, -559, -485, -420, -364, -306, -252, -239, -206, -132, -122, -163

	22
	-2224, -1878, -1598, -1386, -1225, -1102, -1003, -921, -852, -792, -737, -665, -580, -505, -441, -385, -326, -271, -222, -224, -176, -121, -114



Table 7.6-17. Log Add look up table values ()
	a
	L[a]
	a
	L[a]
	a
	L[a]
	a
	L[a]
	a
	L[a]
	a
	L[a]
	a
	L[a]
	a
	L[a]

	0
	64
	64
	37
	128
	21
	192
	11
	256
	6
	320
	3
	384
	1
	448
	1

	1
	64
	65
	37
	129
	20
	193
	11
	257
	6
	321
	3
	385
	1
	449
	1

	2
	63
	66
	37
	130
	20
	194
	11
	258
	5
	322
	3
	386
	1
	450
	1

	3
	63
	67
	36
	131
	20
	195
	11
	259
	5
	323
	3
	387
	1
	451
	1

	4
	62
	68
	36
	132
	20
	196
	10
	260
	5
	324
	3
	388
	1
	452
	1

	5
	62
	69
	36
	133
	20
	197
	10
	261
	5
	325
	3
	389
	1
	453
	1

	6
	61
	70
	35
	134
	19
	198
	10
	262
	5
	326
	3
	390
	1
	454
	1

	7
	61
	71
	35
	135
	19
	199
	10
	263
	5
	327
	3
	391
	1
	455
	1

	8
	60
	72
	35
	136
	19
	200
	10
	264
	5
	328
	3
	392
	1
	456
	1

	9
	60
	73
	35
	137
	19
	201
	10
	265
	5
	329
	3
	393
	1
	457
	1

	10
	59
	74
	34
	138
	19
	202
	10
	266
	5
	330
	3
	394
	1
	458
	1

	11
	59
	75
	34
	139
	19
	203
	10
	267
	5
	331
	3
	395
	1
	459
	1

	12
	58
	76
	34
	140
	18
	204
	10
	268
	5
	332
	2
	396
	1
	460
	1

	13
	58
	77
	33
	141
	18
	205
	10
	269
	5
	333
	2
	397
	1
	461
	1

	14
	57
	78
	33
	142
	18
	206
	9
	270
	5
	334
	2
	398
	1
	462
	1

	15
	57
	79
	33
	143
	18
	207
	9
	271
	5
	335
	2
	399
	1
	463
	1

	16
	56
	80
	32
	144
	18
	208
	9
	272
	5
	336
	2
	400
	1
	464
	1

	17
	56
	81
	32
	145
	17
	209
	9
	273
	5
	337
	2
	401
	1
	465
	1

	18
	55
	82
	32
	146
	17
	210
	9
	274
	5
	338
	2
	402
	1
	466
	1

	19
	55
	83
	32
	147
	17
	211
	9
	275
	5
	339
	2
	403
	1
	467
	1

	20
	55
	84
	31
	148
	17
	212
	9
	276
	5
	340
	2
	404
	1
	468
	1

	21
	54
	85
	31
	149
	17
	213
	9
	277
	4
	341
	2
	405
	1
	469
	1

	22
	54
	86
	31
	150
	17
	214
	9
	278
	4
	342
	2
	406
	1
	470
	1

	23
	53
	87
	30
	151
	16
	215
	9
	279
	4
	343
	2
	407
	1
	471
	1

	24
	53
	88
	30
	152
	16
	216
	8
	280
	4
	344
	2
	408
	1
	472
	1

	25
	52
	89
	30
	153
	16
	217
	8
	281
	4
	345
	2
	409
	1
	473
	1

	26
	52
	90
	30
	154
	16
	218
	8
	282
	4
	346
	2
	410
	1
	474
	1

	27
	51
	91
	29
	155
	16
	219
	8
	283
	4
	347
	2
	411
	1
	475
	1

	28
	51
	92
	29
	156
	16
	220
	8
	284
	4
	348
	2
	412
	1
	476
	1

	29
	51
	93
	29
	157
	15
	221
	8
	285
	4
	349
	2
	413
	1
	477
	1

	30
	50
	94
	28
	158
	15
	222
	8
	286
	4
	350
	2
	414
	1
	478
	1

	31
	50
	95
	28
	159
	15
	223
	8
	287
	4
	351
	2
	415
	1
	479
	1

	32
	49
	96
	28
	160
	15
	224
	8
	288
	4
	352
	2
	416
	1
	480
	1

	33
	49
	97
	28
	161
	15
	225
	8
	289
	4
	353
	2
	417
	1
	481
	1

	34
	49
	98
	27
	162
	15
	226
	8
	290
	4
	354
	2
	418
	1
	482
	0

	35
	48
	99
	27
	163
	15
	227
	8
	291
	4
	355
	2
	419
	1
	483
	0

	36
	48
	100
	27
	164
	14
	228
	8
	292
	4
	356
	2
	420
	1
	484
	0

	37
	47
	101
	27
	165
	14
	229
	7
	293
	4
	357
	2
	421
	1
	485
	0

	38
	47
	102
	26
	166
	14
	230
	7
	294
	4
	358
	2
	422
	1
	486
	0

	39
	47
	103
	26
	167
	14
	231
	7
	295
	4
	359
	2
	423
	1
	487
	0

	40
	46
	104
	26
	168
	14
	232
	7
	296
	4
	360
	2
	424
	1
	488
	0

	41
	46
	105
	26
	169
	14
	233
	7
	297
	4
	361
	2
	425
	1
	489
	0

	42
	45
	106
	25
	170
	14
	234
	7
	298
	4
	362
	2
	426
	1
	490
	0

	43
	45
	107
	25
	171
	13
	235
	7
	299
	4
	363
	2
	427
	1
	491
	0

	44
	45
	108
	25
	172
	13
	236
	7
	300
	4
	364
	2
	428
	1
	492
	0

	45
	44
	109
	25
	173
	13
	237
	7
	301
	3
	365
	2
	429
	1
	493
	0

	46
	44
	110
	24
	174
	13
	238
	7
	302
	3
	366
	2
	430
	1
	494
	0

	47
	43
	111
	24
	175
	13
	239
	7
	303
	3
	367
	2
	431
	1
	495
	0

	48
	43
	112
	24
	176
	13
	240
	7
	304
	3
	368
	2
	432
	1
	496
	0

	49
	43
	113
	24
	177
	13
	241
	7
	305
	3
	369
	2
	433
	1
	497
	0

	50
	42
	114
	24
	178
	13
	242
	6
	306
	3
	370
	2
	434
	1
	498
	0

	51
	42
	115
	23
	179
	12
	243
	6
	307
	3
	371
	2
	435
	1
	499
	0

	52
	42
	116
	23
	180
	12
	244
	6
	308
	3
	372
	2
	436
	1
	500
	0

	53
	41
	117
	23
	181
	12
	245
	6
	309
	3
	373
	2
	437
	1
	501
	0

	54
	41
	118
	23
	182
	12
	246
	6
	310
	3
	374
	2
	438
	1
	502
	0

	55
	41
	119
	22
	183
	12
	247
	6
	311
	3
	375
	2
	439
	1
	503
	0

	56
	40
	120
	22
	184
	12
	248
	6
	312
	3
	376
	2
	440
	1
	504
	0

	57
	40
	121
	22
	185
	12
	249
	6
	313
	3
	377
	2
	441
	1
	505
	0

	58
	39
	122
	22
	186
	12
	250
	6
	314
	3
	378
	2
	442
	1
	506
	0

	59
	39
	123
	22
	187
	11
	251
	6
	315
	3
	379
	2
	443
	1
	507
	0

	60
	39
	124
	21
	188
	11
	252
	6
	316
	3
	380
	1
	444
	1
	508
	0

	61
	38
	125
	21
	189
	11
	253
	6
	317
	3
	381
	1
	445
	1
	509
	0

	62
	38
	126
	21
	190
	11
	254
	6
	318
	3
	382
	1
	446
	1
	510
	0

	63
	38
	127
	21
	191
	11
	255
	6
	319
	3
	383
	1
	447
	1
	511
	0



[bookmark: _Toc166434016]7.6.4.2.7	Linear Prediction
[bookmark: _Toc166434017]7.6.4.2.7.1	Overview
Since the frequency resolution of the LCLD frequency bands is relatively coarse (400 Hz at 48kHz sample rate) there is no significant coding gain for signals with strong harmonic content. However, the signal redundancy within LCLD bands for this type of signal can be greatly reduced by linear prediction over time and the SNR increased. .
[bookmark: _Toc166434018]7.6.4.2.7.2	Bitstream Syntax
For each frame flags for every LCLD band in a certain LCLD band range are transmitted in the bitstream which enable or disable linear predictive coding (LPC). If LPC is enabled for a certain band the magnitude and the phase of the first order prediction parameter are transmitted at the total cost of 8 bit per band and frame. Additional bitstream elements indicate if any LPC is active for a channel and maximum band using LPC. For short frames like 10ms or 5ms a dedicated signalling scheme is used to reduce the prediction side rate. 
The prediction processing at the encoder is done in a closed loop fashion, and a dedicated Huffman code book is used to encode the prediction residual. Due to the closed loop encoding, the prediction is part of the quantization and bit allocation loop which determines the allocation offset and associated quantizers for each perceptual band.
[bookmark: _Toc166434019]7.6.4.2.7.3	Prediction for 20ms frames
For every LCLD band  with active prediction, the quantized prediction residual is computed as 
	 ,
where  is the complex LCLD input sample at index n and LCLD band .
Note that the Superscript  is used here to indicate quantized and inverse quantized numbers,
 is the prediction state which is computed as:
	 ,
where  is the quantized Prediction coefficient. 
For 20ms frame length, the first sample in each LCLD band is not predicted, thus the prediction state is initialized as  .
 indicates quantization and inverse quantization of a complex number, where the scale factor and the quantization range are determined by the perceptual model and the allocation offset.
[bookmark: _Toc166434020]7.6.4.2.7.4	Prediction for frames shorter than 20ms
The prediction operation depends on a certain subset of LCLD bands (subset in the following text) and the number of possible subsets. Typically, the number  of possible subsets is 
	  .
For example,  in the case of 5ms frame length.
Then bands  belonging to the subset  are defined as
	 ,
where  is the total number LCLD bands (60).
For each frame the encoder determines a current subset  which is, together with the number  of possible subsets, transmitted in the bitstream. The current subset shall cycle through the possible subsets in ascending order as  and so on for each new frame.
The prediction state for the first sample in the current frame for all bands belonging to the current subset is initialized to zero just as in the 20ms frame length case:
	 .
Otherwise, the state is according to the last sample of the previous frame. In other words, the prediction is only reset at the beginning of a frame if the LCLD band belongs to the current subset of LCLD bands.
[bookmark: _Toc166434021]7.6.4.2.7.5	Prediction Signalling
Prediction processing is determined by the following bitstream elements:
Table 7.6.-18: Prediction Syntax Elements
	Syntax Element
	Comment
	Number of Bits

	NumSubSets
	Possible number of Subsets K
	3

	SubSetId
	Current subset 
	if K > 4
3
Elseif K > 1
2
Else
0

	PredChanEnable
	Prediction active/passive flags, one bit for each possible subset
	K
(per channel)

	NumPredBands
	The maximum LCLD band with active prediction for the current subset
	if K >= 4
4
elseif K > 1
5
Else
6
(per channel)

	PredBandEnable
	Array of active/passive flags for all LCLD bands up to NumPredBands for each audio channel.
	Int(NumPredBands / K)+1
(per channel)

	PredictionMagnitude
	For every active LCLD band belonging to the current subset for each audio channel
	3 bits per active LCLD band

	Prediction Phase
	For every active LCLD band belonging to the current subset for each audio channel
	5 bits per active LCLD band



[bookmark: _Toc166434022]7.6.4.2.7.6	Quantization of Prediction Parameters
The prediction magnitude quantization indices are computed as follows:
	  ,
where  is the optimal prediction magnitude and the scale is given as 
	 .
The “quantized” (quantized and inverse quantized) prediction magnitude is given as
	 .
The prediction phase quantization indices are computed as 
	  ,
where round() indicates rounding to the nearest integer and the quantized prediction phase is given by
	  .
The scale is given as  .
[bookmark: _Toc166434023]7.6.4.2.7.7	Estimation of Prediction Parameters
Regardless of the frame length prediction parameters are computed based on 20ms (16 samples at 48kHz) of audio data per LCLD band. Prediction parameters may be updated only for the current subset of LCLD bands (all LCLD bands if the number of possible subsets is 1). For LCLD bands belonging to other subsets which are not the current subset may either be deactivated or can be continuously used without any modification. This information is available in the bitstream element PredChanEnable as shown in table Prediction Syntax Elements.
The optimal, complex first order prediction coefficient per band  is computed as
	 ,
where and  is the auto-correlation function at lag 0 and lag 1 respectively. The auto-correlation function at lag 0 (Energy) is computes as follows:
	  .
The auto-correlation function at lag 1 is computed as 
	  .
The prediction magnitude is given as 
	  .
And the prediction phase is given as 
	  .
Based on the optimal prediction coefficient a prediction gain (ratio of signal energy to residual signal energy) is computed for every LCLD band as 
	  .
Based on the prediction gain a bitrate saving is estimated as follows:
	  ,
where 8 corresponds to the fixed number of bits needed to transmit the prediction parameters. 
Now, LCLD bands b with > 0 are candidates for prediction.
Finally, the optimal maximum prediction band  is determined by maximizing the accumulated bitrate saving, subject to the cost of signalling the active prediction bands.
	  ,
where  is the number of prediction band candidates for   and 7 corresponds to a fixed signalling cost.
To improve the recovery after frame loss, the audio data is written in chunks where each chunk corresponds to one subset of LCLD bands. The data associated with the current subset is always written first followed by the chunks containing data for subsets with decremented IDs. If, after decrementing, the subset ID becomes –1 then the subset ID of the written chunk is set to  ( being the number possible subsets). 
[bookmark: _Toc166434024]7.6.4.2.8	Bit Allocation
The bit allocation routine distributes the available bits in a frame proportion to the target SNR (SMR) in each channel, group, and perceptual band. The allocation can be viewed as two components; a core allocation that takes the SMR generated by the perceptual model and a single control parameter () to generate an allocation to channels, groups, and perceptual bands. The second component of the allocation in the encoder only is the search for the control parameter (). As the control parameter is transmitted to the decoder, the decoder can exactly mirror the core allocation routine, thus, mitigating the need to transmit explicit allocations for channels, groups, and bands. 
The core allocation is shown in equation 7.6-45, similar to the perceptual model described in section 7.6.4.2.6, the core allocation uses integer arithmetic such that it can be exactly replicated in the decoder.
	  ,	(7.6-45)
where:
 	 is the allocation level for channel , group , and perceptual band ,
 is the target SNR for channel , group , and perceptual band  computed by the perceptual model, and
 is the control parameter that will be transmitted to the decoder.
The bit allocation control parameter () is limited to the range between -128 and 127 and transmitted to the decoder as 8-bit unsigned value by adding 128 to the derived value.
The search for the control parameter requires the encoder to quantize the normalized CLDFB coefficients and count the number of bits needed to Huffman code the quantized CLDFB coefficients. The quantization and Huffman coding of the normalized CLDFB coefficients is described in section 7.6.4.2.9. Furthermore, if the prediction is enabled (see section 7.6.4.2.7), then the prediction stage must also be computed during the quantization and bit counting. The search for the control parameter could be brute force, that is, try every possible value of the  parameter and choose the value that would lead to the number of bits needed to code the quantized CLDFB coefficients that is closest to the available bits without exceeding the available bits. However, a binary search algorithm will arrive at the same solution while mitigating some complexity.
The iterative binary search to derive the allocation offset parameter can be summarised in the following steps:
1. Initialize  to 0 and  to 128
2. Compute the core allocation shown in equation 7.6-45
3. Quantize the normalized CLDFB coefficients and count the number of bits needed to Huffman code the coefficients.
4. Compare the number of bits used to code the CLDFB coefficients and the available bits, return to step 2 or terminate based on the following conditions:
a. If the number of bits needed to the CLDFB coefficients is greater than the available bits and  is greater than 0, set  =  - , set  = , return to step 2.
b. If the number of bits needed to the CLDFB coefficients is greater than the available bits and  is equal to  0, set  =  - , set  = , return to step 2.
c. If the number of bits needed to the CLDFB coefficients is less than the available bits and  is greater than 0, set  =  + , set  = , return to step 2.
d. If the number of bits needed to the CLDFB coefficients is less than the available bits and  is equal to 0, terminate search.
e. If the number of bits needed to the CLDFB coefficients is less than the available bits and  is equal to 127, terminate search.
f. If the number of bits needed to the CLDFB coefficients is equal to the available bits, terminate the search.
[bookmark: _Toc166434025]7.6.4.2.9	Quantization of the Normalized CLDFB Coefficients
[bookmark: _Toc166434026]7.6.4.2.9.1	Overview
LCLD supports both direct quantization of the normalized CLDFB coefficients and quantization of differentially coded coefficients (DPCM), where the differential is relative to the previous slot value within the same CLDFB band. In both cases the quantization technique is the same. This section is split into three parts, the differential coding of the normalized CLDFB coefficients, the quantization of either the differential residual or the direct normalized CLDFB coefficients, and the Huffman coding and transmission of the quantized CLDFB coefficients.
[bookmark: _Toc166434027]7.6.4.2.9.2	Differential Coding of the Normalized CLDFB Coefficients
The differential coding of the normalized CLDFB coefficients uses a complex first-order predictor stage that is running along time (slots) within the same CLDFB band. The calculation of the first-order predictor is described in section 7.6.4.2.7. The differential coding can be disabled based on the prediction gain achieved as described in section 7.6.4.2.7. For the longer LCLD frames, the first slot in a frame is not predicted, that is a predictor reset occurs at the start of the frame.  
The prediction process is described in equation 7.6-46:
	  ,	(7.6-46)
where:
	 is the prediction residual for the nth slot and kth CLDFB band,
	 is the normalized CLDFB coefficient for the nth slot and kth CLDFB band, 
	 is the quantized normalized CLDFB coefficient for the previous slot and kth CLDFB band, and
	 is the prediction coefficient for the kth CLDFB band.
If the nth slot is directly after the predictor reset, then  is the quantized value from the previous slot. However, if the nth slot follows a previously predicted slot, then the  is reconstructed from the quantized residual as shown in equation 7.6-47:
	  ,	(7.6-47)
where  is the quantized residual signal from the nth -1 slot and kth CLDFB band.
[bookmark: _Toc166434028]7.6.4.2.9.3	Quantization of Normalized CLDFB coefficients and Prediction Residuals
The quantization of both normalized CLDFB coefficients and predictor residuals are the same and controlled by an allocation level generated by the bit allocation algorithm (see section 7.6.4.2.8). The allocation level () is calculated for groups and perceptual bands, so the following equations assume the nth slot is a member of the gth group and the kth CLDFB band is a member of the mth perceptual band. The quantization of either the normalized CLDFB coefficients or the prediction residual is shown in equation 7.6-48:
	  ,	(7.6-48)
where:
 	 is a complex signed integer that will be Huffman coded and transmitted to the decoder,
 is the allocation level for the gth group and mth perceptual band, 
 is the allocation level scaling factor provided in table 7.6-19, and
 is either the normalized CLDFB coefficient () or the prediction residual () for the nth slot and kth CLDFB band. The nth slot is assumed to be an element of the gth group and the kth CLDFB band is assumed to be an element of the mth perceptual band.
As the quantized values for both the normalized CLDFB and the residual are needed when the prediction is enabled, equation 7.6-49 shows the inverse quantization from the quantization index ():
	  ,	(7.6-49)
where:
 	 is either the quantized CLDFB coefficient or the quantized residual  and
	 is the inverse quantization scale factor provided in Table 7.6-19.
Table 7.6-19. Quantizer scaling factors () and inverse quantizer scaling factors () for each allocation level ()
	
	
	
	
	
	

	0
	0
	0
	16
	4.7568
	0.2098

	1
	0.3536
	2.3675
	17
	5.6569
	0.1765

	2
	0.4204
	2.0464
	18
	6.7272
	0.1485

	3
	0.5
	1.7759
	19
	8
	0.1249

	4
	0.5946
	1.5364
	20
	9.5137
	0.1051

	5
	0.7071
	1.3231
	21
	11.3137
	0.0884

	6
	0.8409
	1.1329
	22
	13.4543
	0.0743

	7
	1
	0.9658
	23
	16
	0.0625

	8
	1.1892
	0.8213
	24
	19.0273
	0.0526

	9
	1.4142
	0.6951
	25
	22.6274
	0.0442

	10
	1.6818
	0.5878
	26
	26.9087
	0.0372

	11
	2
	0.4958
	27
	32
	0.0312

	12
	2.3784
	0.4181
	28
	38.0546
	0.0263

	13
	2.8284
	0.3522
	29
	45.2548
	0.0221

	14
	3.3636
	0.2962
	30
	53.8174
	0.0186

	15
	4
	0.2494
	31
	64
	0.0156



[bookmark: _Toc166434029]7.6.4.2.9.4	Huffman Coding of Quantized Normalized CLDFB coefficients and Quantized Prediction Residuals
As discussed in the previous section (7.6.4.2.9.3), the output of the quantizer is a complex signed integer () that will Huffman coded and transmitted to the decoder. Prior to Huffman coding, the complex signed integer is first separated into real and imaginary as shown in equation 7.6-50 and then further separated into a magnitude (and ) and a sign bit as shown in equation 7.6-51 for both real and imaginary parts:
		(7.6-50)	
	  .	(7.6-51)
The magnitude component is then limited to a max value that is dependent on the allocation level (), as shown in equation 7.6-52:	
	   , 	(7.6-52)
where  is the maximum supported value depending on the allocation level , the maximum values are provided in Table 7.6-20.
The Huffman codebook used to code the real and imaginary components is dependent on the allocation level (,) and dependent on whether the underlying quantized values are prediction residuals or normalized CLDFB coefficients. Furthermore, for low values of the allocation level, the real and imaginary quantized magnitudes are packed into a single codeword. The Huffman packaging depends on the following logic:
· If  is equal to 0, no information is transmitted, and the decoder generates 0’s for all CLDFB coefficients in the gth group and mth perceptual band.
· If  is greater than 0 and less than 12, then the real and imaginary parts of the quantized magnitude are packed into a single code word. After the Huffman code the sign bit for  if  is greater than 0 then the sign bit for  if  is greater than 0. The code and number of bits written can be expressed as a table look up as follows:
	,
		where:
 			 is the codeword written to stream,
			 is the number bits to write the code, and
 is a binary value that is 1 if the underlying quantized values are prediction residuals or 0 if the underlying quantized values are normalized CLDFB coefficients.
· If  is greater than or equal to 12, then the real and imaginary parts of the quantized magnitude are packed into separate codewords. After the Huffman code the sign bit for  if  is greater than 0 then the sign bit for  if  is greater than 0. The code and number of bits written can be expressed as a table look up as follows:
	 ,
	 .

Due to the size of the Huffman lookup tables, the tables can be found in the reference code. 
Table 7.6-20. Maximum values  per allocation level 
	
	
	
	

	0
	0
	16
	26

	1
	3
	17
	26

	2
	3
	18
	27

	3
	4
	19
	28

	4
	5
	20
	31

	5
	5
	21
	36

	6
	6
	22
	38

	7
	7
	23
	45

	8
	8
	24
	54

	9
	9
	25
	64

	10
	12
	26
	76

	11
	13
	27
	90

	12
	16
	28
	108

	13
	17
	29
	128

	14
	19
	30
	152

	15
	23
	31
	180



[bookmark: _Toc166434030]7.6.4.3	LCLD decoder
[bookmark: _Toc166434031]7.6.4.3.1	Overview
Figure 7.6-3 shows a high-level schematic of the LCLD decoder structure. As shown in figure 7.6-3, the grouping information that controls the number and update of the RMS envelope is first decoded as described in section 7.6.4.3.2. Following the grouping information, the RMS envelope is Huffman decoded and reconstructed as described in section7.6.4.3.3.  The RMS envelope values are then used to compute a backward adaptive perceptual model and bit allocation as decreed in sections 7.6.4.3.4 and 7.6.4.3.5 respectively. The bit allocation information derived in the decoder is then used to Huffman decode and inverse quantize the CLDFB coefficients as described in section 7.6.4.3.6. Following inverse quantization, a prediction filter is applied as described in section 7.6.4.3.7. The CLDFB coefficients are then inverse normalized to reinstate the original signal’s energy levels as described in section 7.6.4.3.8. The final stage of the decoder is the application of joint channel decoding, which is described in section 7.6.4.3.9.
[image: ]
Figure 7.6-3: The structure of the LCLD decoder
[bookmark: _Toc166434032]7.6.4.3.2	Decoding Group Information
The group information which controls the number of RMS envelopes and therefore bit-allocation is coded as a set of single-bit flags. A value 1 indicates the start of a new group, while a value of 0 indicates the continuation of a group. The first slot in a frame is always the start of a new group and no flag is transmitted for the first slot in a frame. If a flame contains 16 slots there will be 15 flags containing group information. For 2 channel content, a single-bit flag is transmitted prior to the grouping information to specify common grouping. If the common grouping flag is 1, then a single set of grouping information follows and both channels share grouping information. If the common grouping flag is 0, then the channels have independent groups and 2 sets of grouping information follow.
[bookmark: _Toc166434033]7.6.4.3.3	Decoding RMS Envelope Information
RMS envelope information is present in the bitstream for each channel and each group for that channel. The ordering of RMS envelope information is by channel and then group. The RMS envelope in each channel and each group are differentially and Huffman coded except for the envelope values for the first perceptual band (0th index). The envelope value for first perceptual band for all groups in a channel is transmitted as an absolute number in an 7-bit unsigned integer. To obtain the signed RMS envelope for the first perceptual band 64 is subtracted from the value read from the bitstream. Equation 7.6-53 shows the process to obtain the RMS envelope values for remaining perceptual bands in a group: 
	  ,	(7.6-53)
where:
 	 is the RMS envelope values for the gth group and mth perceptual band, and
	 is the RMS envelope delta that is Huffman decode from the bitstream.
The Huffman decode tables can be obtained from the reference code.
[bookmark: _Toc166434034]7.6.4.3.4	Perceptual Model
The perceptual model used in the decoder is the same as the perceptual model calculation in the encoder, see section 7.6.4.2.6.
[bookmark: _Toc166434035]7.6.4.3.5	Bit Allocation
The bit allocation in the LCLD is the same as the core allocation in the encoder (see section 7.6.4.2.8). The firsts step of the bit allocation is to read the AllocOffset from the bitstream, which is transmitted as an 8-bit unsigned integer. The AllocOffset parameter is then converted back to a signed integer by subtracting 128. The bit allocation for each channel, group, and perceptual band is then calculated as shown in equation 7.6-54:
	  ,	(7.6-54)
where:
 	 is the allocation level for channel , group , and perceptual band ,
 is the target SNR for channel , group , and perceptual band  computed by the perceptual model, and
 is the control parameter that is read from the bitstream.
[bookmark: _Toc166434036]7.6.4.3.6	Normalized CLDFB Coefficient and Prediction Residual Huffman Decoding and Inverse Quantization
The normalized CLDFB coefficients or the prediction residual in the bitstream are Huffman coded. The following description assumes the nth slot is an element of the gth group and the kth CLDFB band is element of the mth perceptual band. The specific Huffman codebook used to code the coefficients or residual is dependent on the allocation level () and whether the values are normalized CLDFB coefficients or prediction residuals. The quantized values that are Huffman coded in the bitstream represent complex integers. The complex integers are expressed as separate magnitudes and sign bits. The packaging of the complex integers is dependent on the allocation level () as follows: 
· If  is equal to 0, no information is in the bitstream and all values in the gth group and mth perceptual band are set to 0.
· If  is greater than 0 and less than 12, the real and imaginary parts of the complex integer () are packed into a single Huffman codeword. After Huffman decoding, the magnitude of the real and imaginary parts of the complex integer can be obtained with the following equations 7.6-55 and 7.6-56. If  is greater than 0, then a sign bit (for real part of the complex integer follows in the bitstream. If  is greater than 0, then a sign bit ( for imaginary part of the complex integer follows in the bitstream.
	  ,	(7.6-55)
	  ,	(7.6-56)

where:
 	 is the magnitude of the real part of the complex integer,
	is the magnitude of the imaginary pert of the complex integer,
	 is the Huffman decoded value from the bitstream, and 
	 is the max values which are provided in Table 7.6-20 in section 7.6.4.7.3.
· If  is greater than or equal to 12, then the magnitude of the real part of the complex integer () and the magnitude of the imaginary part of the complex integer () are coded in separate Huffman codes. If  is greater than 0, then a sign bit for real part of the complex integer follows in the bitstream. If  is greater than 0, then a sign bit (for real part of the complex integer follows in the bitstream. If  is greater than 0, then a sign bit ( for imaginary part of the complex integer follows in the bitstream.
· Once the magnitudes of the real and imaginary parts are Huffman decode and the sign bits are read, the complex integer () can be reconstructed as shown in equation 7.6-57:
	  .	(7.6-57)
While the Huffman decoding is dependent on the type of values in the bitstream, the inverse quantization is only dependent on the allocation level as shown in equation 7.6-58.
	  ,	(7.6-58)
where:
 	 is either the quantized CLDFB coefficient or the quantized residual,
	 is the complex signed integer decode from the bit stream, and
	 is the inverse quantization scale factor provided in table 7.6-19 in section 7.6.4.7.2.

[bookmark: _Toc166434037]7.6.4.3.7	Inverse Prediction
[bookmark: _Toc166434038]7.6.4.3.7.1	Overview
The reconstruction of transmitted prediction residuals is identical to the processing at the encoder side where the prediction state corresponds to the reconstructed sample as shown below:
	  ,
where is the reconstructed complex sample at time sample index  and LCLD band  and are the transmitted residual samples.
[bookmark: _Toc162356574][bookmark: _Toc166434039]7.6.4.3.7.2	Status Tracking after Frame Loss
In case of short frames, part of the prediction parameters may be held constant for one or more frames as indicated in the syntax element PredChanEnable. After frame loss, for this this type of prediction metadata the data in the decoder memory might be incorrect which is indicated as unresolved in the following text. Since the selection of Huffman code books to decode the audio data depends on the prediction metadata, audio data cannot be safely decoded. To handle this situation, the decoder keeps track on the Unresolved status of prediction metadata in a persistent array named DecodingUnresolved with of size NumChannels x NumPossibleSubsets. 
During frame loss all entries of DecodingUnresolved are set to true (no prediction data present), When reading a good frame after frame loss the variable is updated as follows:
For the current subset prediction metadata is always present in the bitstream and the status for the current subset will be set to Resolved (false in the variable). If prediction is inactive for a subset, then the status is also resolved. For other subsets the status will remain unresolved in the first good frame after frame loss. 
Based on the DecodingResolved status, audio data is decoded in chunks corresponding to subsets until an Unresolved status occurs. The information of correctly decoded subsets is stored in the additional, persistent arrays DecodingFailed and DecodingFailedPrev for the current and the previous frame respectively which are used to guide packet loss concealment for the first few good frames after packet loss as shown in Figure 7.6-4.
During frame loss all entries of DecodingFailed and DecodingFailedPrev are set to true (no data decoded). During frame loss and shortly after frame loss, data for subsets for which decoding failed are concealed (all data during frame loss). Correctly decoded subsets are combined with concealed subsets until all subsets can be decoded correctly. If the status changes from concealed to decoded (as indicated by variables DecodingFailed and DecodingFailedPrev), then the first few samples are crossfaded from concealed to decoded data. 
More details on LCLD packet loss concealment are provided in clause 7.6.4.4.
[image: ] 
Figure 
7.6-4
: High-level flowchart for concealment operations during packet loss and following packet loss
[bookmark: _Toc162356575][bookmark: _Toc166434040]7.6.4.3.8	Inverse RMS Envelope Normalization
The inverse normalization of the CLDFB coefficients by the RMS envelope returns the normalized spectrum to the original energy levels. In this description of the inverse normalization process, the nth slot is assumed to be an element of the gth group and the kth CLDFB band is assumed to be an element the mth perceptual band. The inverse normalization of the CLDFB coefficients are shown in equation 7.6-59: 
	  ,	(7.6-59)
where:
 	 is the inverse normalized CLDFB coefficients for the nth slot and kth CLDFB band, 
	 is the normalized CLDFB coefficients for the nth slot and kth CLDFB band, and 
 is the RMS envelope for the gth group that contains the nth slot and mth perceptual band that contains the kth CLDFB band.
[bookmark: _Toc162356576][bookmark: _Toc166434041]7.6.4.3.9	Inverse Joint Stereo Processing
Depending on the read bitstream element MSMode and other flags, inverse joint stereo processing is applied for all LCLD bands b belonging to perceptual band k as described in the below matrix notation:
	  ,

where and are the decoded left and right complex input samples,  and  are the transmitted jointly coded samples and  is the time sample index within the coded frame. 
The joint stereo coding parameters and are the transmitted prediction and phase alignment parameters which are found as follows:
· Prediction Parameters
· Undo frequency differential coding of prediction parameters
· De-Quantization of prediction parameters
· Phase Parameters
· Undo second order frequency differential coding
· Wrap indices into the quantization range of [-12,12]
· Derive phase rotation factors by table-lookup

[bookmark: _Toc162356577][bookmark: _Toc166434042]7.6.4.4	LCLD packet loss concealment
[bookmark: _Toc162356578][bookmark: _Toc166434043]7.6.4.4.1	General
LCLD packet loss concealment is a low-complexity method operating in CLDFB domain. Whenever a frame is marked as lost or unavailable by the BFI flag raised, frame loss concealment operations produce substitution CLDFB coefficients for each CLDFB band. The band-wise operation follows either a sinusoidal extension strategy or a strategy based on linear prediction combined with repetition of CLDFB coefficients of the same CLDFB band of the preceding frame. The selection of strategy is made based on a tonality determination of the CLDFB band signal. After band-wise substitution frame generation in CLDFB domain, the substitution frame is converted to time domain using CLDFB synthesis like a regularly decoded good frame. 
To ensure smooth signal evolution at frame boundaries, a crossfade mechanism is active at transitions from a substitution frame to a succeeding good frame.
Also provided is a mechanism for burst loss handling including muting. 
Figure 7.6-4 above is a high-level flowchart of the LCLD frame loss concealment operations. It illustrates how and under what conditions decoded (good) frames and concealed, i.e., substituted frames, are used to generate an output frame to be converted back to time domain using CLDFB synthesis. It is further shown how state information about successfully decoding of a previous frame and a current frame is used to decide if crossfading is used when transitioning from a substituted bad frame to a decoded good frame.    
[bookmark: _Toc162356579][bookmark: _Toc166434044]7.6.4.4.2	Synthesis model
Two alternative synthesis models are available for generation of the CLDFB TF tiles of a given CLDFB band  of the substitution frame. 
Sinusoidal model
The one is a sinusoidal model, capable of extending a damped sinusoid in the given CLDFB band of the preceding frame into the substitution frame. This model is especially useful for relatively tonal signals. According to this model, a complex sinusoid in the given band of the preceding frame  can be expressed with the following equation:
	 ,	(7.6-60)		
wherein  is a complex valued start parameter equal to the value of the first CLDFB sample (i.e., ) in that frame,  is a by-sample magnitude evolution parameter, and  is a per-sample phase evolution parameter. This leads to the following recursive formulation:
		(7.6-61)	
with . 
To account for the real-world case that that the assumed sinusoid is not a clean sinusoid with strict by-sample phase evolution by , additive phase perturbation term is  is used to model random phase deviations.  
Based on these model assumptions, the CLDFB samples of the given band of the substitution frame to be generated  is obtained as
	 ,	(7.6-62)	
where  is a complex start value and 
	  	(7.6-63)
In the sections below, it is described how , ,  and  are calculated from the frame preceding the frame to be substituted.
Linear predictive model
The other model available for substitution of the CLDFB samples of the given CLDFB band is a first-order linear predictor combined with repetition of the same-band CLDFB samples of the preceding frame. It is especially useful for noise-like signals potentially with weak tonal components.
The first-order predictor is expressed by the following equation:
	  ,	(7.6-64)
wherein  is a complex coefficient. 
Together with the CLDFB samples of the preceding frame , this leads to the following model for the generation of a given CLDFB band of the substitution frame:
	.	(7.6-65)
The factor  is a complementary weighting factor for the decreasing contribution of the linear predictor, whereby it is assumed that the magnitude of the predictor is less than 1. This is a cross-fade approach facilitating a smooth transition from the preceding frame to the substituted frame. Signal discontinuities often observed in frame-repetitive methods are effectively avoided with this technique.
In the sections below, it is described how  and  are calculated from the frame preceding the frame to be substituted.   
[bookmark: _Toc162356580][bookmark: _Toc166434045]7.6.4.4.3	Analysis and parameter estimation
To calculate the phase parameter , the phase perturbation parameter sequence , the magnitude evolution parameter  and input parameters for the tonality estimator, the CLDFB samples of the given band  of the preceding frame are first converted to magnitude/phase representation:
	 . 	(7.6-66)
The phases are obtained using the atan2 function, which returns wrapped phase values. These phase values are subsequently unwrapped, yielding a sequence of unwrapped phases .  After that, per-sample phase differences are calculated according to
	 . 	(7.6-67)
After that the mean value  and standard deviation  of the by-sample phase differences is calculated for the sequence . The latter will be used as an input parameter of the tonality estimator. A sequence of phase perturbation parameters is calculated by subtracting the mean value  from the sequence of per-sample phase differences:
	. 	(7.6-68)
Note: Phase perturbation parameters for  are calculated for application of the sinusoidal model in a cross-fade region spanning 2 time slots length following the current substitution frame.
The magnitude evolution parameter  is calculated in a similar manner. This parameter is calculated as mean over the sequence of  per-sample magnitude ratios  of the preceding frame. To avoid modelling exponentially increasing magnitudes,  is limited to 1 as maximum value.
In addition, the standard deviation  of that sequence is calculated to be used as a further input parameter of the tonality estimator.
The start value for the sinusoidal model  for a given CLDFB band  is subsequently calculated as the average of the last CLDFB sample of the preceding frame and the second last CLDFB sample with applied sinusoidal model, i.e.,
	 . 	(7.6-69)
The averaging yields a smoothed start value where potential statistical variations are reduced. 
The start value for the substitution with the linear predictive model is the last CLDFB sample of the preceding frame, i.e.,  
	 . 	(7.6-70)
The complex predictor coefficient of the first-order linear predictive model is calculated following the Levinson-Durbin method based on the autocorrelation sequence  of the (rectangularly windowed) CLDFB band samples  of the preceding frame. The first-order predictor coefficient is obtained as:
	    .	(7.6-71)
[bookmark: _Hlk161660764][bookmark: _Toc162356581][bookmark: _Toc166434046]7.6.4.4.4	Tonality determination
Tonality determination is made separately for each CLDFB band  based on the corresponding standard deviation values  and . A CLDFB band of the preceding frame is declared tonal in case   or . Otherwise, it is declared noise-like.
[bookmark: _Toc162356582][bookmark: _Toc166434047]7.6.4.4.5	Sinusoidal extension
In case a CLDFB band  of the preceding frame is tonal, the sinusoidal model is used to generate the corresponding band of the substitution frame.
Using the start value  according to equation 7.6-69 and model parameters ,  and  for the given CLDFB band , the substitution frame band is generated according to equations 7.6-62 and 7.6-63.   
[bookmark: _Toc162356583][bookmark: _Toc166434048]7.6.4.4.6	Predictive extension
In case a CLDFB band of the preceding frame is noise-like, the linear predictive model is used to generate the corresponding band  of the substitution frame.
Using the start value  according to equation 7.6-70, the complex first-order coefficient  for the given CLDFB band  and the CLDFB band samples of the previous frame  , the substitution frame band is generated according to equation 7.6-65.   
[bookmark: _Toc162356584][bookmark: _Toc166434049]7.6.4.4.7	Cross-fade
Cross-fade is used to avoid signal discontinuities at the boundary from a substituted frame to the next frame. The model-based technique described above ensures that such discontinuities to a subsequent substitution frame do not occur. However, when a good frame (marked with BFI flag=0) follows a bad frame, a special cross-fading technique is applied. For that case, during substitution processing of the bad frame, cross-fade to a potential good frame following is prepared as follows:
In case of band  determined tonal, two extra CLDFB band samples are calculated beyond the end of the current frame according to the method described in clause 7.6.4.4.5 and equations 7.6-62 and 7.6-63 for sample indexes . These samples are multiplied with fading weights of 2/3 for  and, respectively, 1/3 for  and stored instead of the original samples. The respective complementary weights of 1/3 and 2/3 are stored in a buffer for frame onset weights  for each CLDFB band .    
In case of band  determined noise-like, two extra CLDFB band samples are calculated beyond the end of the current frame according to the method described in clause 7.6.4.4.6 and equation 7.6-65 for sample indexes . These samples are fading out exponentially with the magnitude of the predictor coefficient . Accordingly, no specific additional fading weight is applied. The respective complementary weights of  and,  are stored in the buffer for frame onset weights  for each CLDFB band.
Upon the reception of a good frame following a bad frame, the first two samples (in each CLDFB band) are replaced by cross-faded samples while the other (later) samples are retained. This is illustrated by the following equation that is carried out for each CLDFB band :
	 .	(7.6-72)
[bookmark: _Toc162356585][bookmark: _Toc166434050]7.6.4.4.8	Burst-loss handling 
In case of burst frame loss with more than 10 frames in a row, the substitution frames generated according to the above-described technique are increasingly attenuated with 3 dB per additional bad frame. After 30 bad frames in a row, the substitution frames are completely zeroed.
[bookmark: _Toc166434051]7.6.5	LC3plus coded intermediate split renderer binaural audio format
[bookmark: _Toc162445076][bookmark: _Toc166434052]7.6.5.1	Introduction (Informative)
The Low Complexity Communication Codec plus (LC3plus) [X1] has been designed as the low complexity counterpart of EVS [REF] in order to make SWB also available on computationally constrained terminals such as VoIP, DECT [X3] or wireless headsets. The codec allows perfect interoperability between mobile and other networks by means of transcoding [X2][X3] and fits complexity wise very well to the requirements of low power embedded devices. Due to the codec's flexible design the applications are not limited to voice services but can be extended to high quality music streaming as well [X2]. The LC3plus codec can also be configured to be interoperable with LC3 coding as used in the Basic Audio Profile for Bluetooth Low Energy audio [X4].
The application of LC3plus for coding the intermediate split renderer binaural audio format is described in the following clauses.
[bookmark: _Toc162445077][bookmark: _Toc166434053]7.6.5.2	Overview
The LC3plus specification includes a full algorithmic description of both the encoder and decoder. It includes reference fixed‑point and floating-point ANSI C source code (clauses 4.3 and 6 of [X1]) and conformance test procedures (clause 4.4 of [X1]). The entire codec as specified in [X1] is included in the present document.
The codec can operate at highly flexible modes, including operation at multiple bandwidths, multiple frame durations and at any byte aligned bit rate (clause 5.1 of [X1]). It includes the support of a high-performance Packet Loss Concealment (PLC) (see clause 5.6 of [X1]) for all kinds of audio signals. LC3plus comes with an RTP Payload Format for transmission over IP/UDP, defined in Annex B of [X1].
The following clauses provide additional details and information specific to the application as split renderer binaural audio format.
[bookmark: _Toc162445078][bookmark: _Toc166434054]7.6.5.3	Encoder
The encoding process for LC3plus follows the procedures of clause 5.3 of [X1]. To make full use of the available bits remaining after metadata encoding (clause 7.6.3), the LC3plus encoder may change the size of a compressed audio frame in a seamless manner, following the procedures of clause 5.7 of [X1].
[bookmark: _Toc162445079][bookmark: _Toc166434055]7.6.5.4	Decoder
The decoding process for LC3plus follows the procedures of clause 5.4 of [X1]. 
[bookmark: _Toc162445080][bookmark: _Toc166434056]7.6.5.5	Frame Structure
The frame structure of LC3plus follows the procedures of clause 5.5 of [X1]. Multiple LC3plus 5ms or 10ms frame data blocks are used for the split renderer binaural audio format, following the procedures of Annex B using the payload structure as defined in B.2.4 of [X1].
[bookmark: _Toc162445081][bookmark: _Toc166434057]7.6.5.6	Packet Loss Concealment
The packet loss concealment for LC3plus follows the procedures of clause 5.6 of [X1].
[bookmark: _Toc162445082][bookmark: _Toc166434058]7.6.5.7	LC3 interoperable mode
The LC3plus codec can also be configured to be interoperable with LC3 coding as used in the Basic Audio Profile for Bluetooth Low Energy audio using the configurations 48_2, 48_4 and 48_6 as described in Table 3.5 of [X4]. In these configurations the bandwidth is FB, high resolution mode is disabled, error protection is disabled, and the frame duration is 10 ms.

To generate 48_6 compatible LC3plus frames for the  256000 bps split rendering configuration the bit allocation as as defined in Table 7.6‑24 shall be followed. The Frame Data Length Request (FDLR) (see clause B.2.5 of [X1]) inside the LC3plus Payload Header shall use FDLR1 (1 octet) only and indicate NO_REQ.
NOTE:	For this configuration, the overhead of the LC3plus payload format amounts to 40 bits per split rendering frame. The LC3plus frame data block is followed by 40 bits of zero padding, to fill up the 2560 bits of the split rendering frame. This leaves 2480 bits for the LC3plus frame data block, which results in 1240 bits per LC3plus frame data. This amounts to an LC3plus per channel bit rate of 124000 bps, which matches the 48_6 configuration defined in BAP Table 3.5.
[bookmark: _Toc166434059]7.6.6	Split post-rendering
[bookmark: _Toc166434060]7.6.6.1	Overview
The split rendering post-renderer performs lightweight audio processing with either pose correction (1-3 DOF) around multiple rotation axes or direct decoding (0 DOF). The post-renderer receives the coded bitstream  from the pre-renderer as shown in Figure 7.6-1 and 7.6-2. The bitstream includes LCLD, LC3plus or PCM audio coded bits and coded metadata bits for pose correction (1-3 DOF). The audio coded bits are decoded to obtain reference binaural signal associated with reference head pose . The LCLD decoder outputs a reference binaural signal in CLDFB domain, whereas LC3plus or PCM outputs are in the time domain.
If pose correction metadata was transmitted, time domain outputs are converted to CLDFB domain by applying CLDFB analysis. Subsequently the metadata is decoded as in clause 7.6.6.2, and then post rendering is performed, depending on DOF either as described in clause 7.6.6.2 or 7.6.6.3.
[bookmark: _Toc162445085]If a backchannel exists from post-renderer to pre-renderer, the latest head pose P is encoded and transmitted to the pre-renderer.
[bookmark: _Toc166434061]7.6.6.2	Post rendering with pose correction 
[bookmark: _Toc166434062]7.6.6.2.1	Metadata decoding 
The metadata bits are decoded (as described in clause 7.6.3.4) to obtain the CLDFB banded metadata that enables the reconstruction of the set of binaural signals (BINn) associated with the set of probing poses () from the reference binaural signal. The metadata associated with the set of probing poses (Pn) represents deviation from the reference head pose (P') by rotation around the multiple rotational axes. 
The reference head pose  is also decoded as part of metadata decoding, as described in clause 7.6.3.4. The probing poses (Pn) are then computed by adding the offsets given in Table 7.6-1 to . The post-render obtains the latest head pose (P) associated with the user. Then axis-specific metadata for each rotation axis is computed by selecting the probing pose that is closest to pose P along the given rotation axis and performing interpolation (or extrapolation) on the metadata associated with the selected probing pose.  The interpolation is done based on the difference between the latest head pose and reference head pose  along the given rotation axis.
The interpolated axis-specific metadata for each rotation axis is combined into one 2x2 pose correction matrix per frequency band. The combined matrix is applied to the reference binaural signal to obtain the output binaural signal corresponding to the latest head pose . The time domain output is generated by performing CLDFB synthesis on the CLDFB domain output binaural signal.
The metadata bits in bitstream  that correspond to roll axis or yaw axis (if the ILD flag was enabled at the pre-renderer) are decoded to obtain a complex-valued matrix  in low frequency bands (0 to 1600 Hz) that enables reconstruction of both the magnitude and phase of the set of binaural signals (BINn) from the reference binaural signal, and a real valued diagonal matrix  in high frequency bands that enables reconstruction of only the magnitude of the set of binaural signals (BINn) from the reference binaural signal. The output binaural signal in the low frequency bands is generated by applying the interpolated or extrapolated matrix  to the corresponding lowfrequency bands of the reference binaural signal. Similarly, the output binaural signal in the high frequency bands is generated by applying the interpolated or extrapolated real-valued diagonal matrix  to the corresponding high frequency bands of the reference binaural signal. Here, the interpolation or extrapolation is done based on the difference between the latest head pose  and reference head pose  along the given rotation axis, as described in clause 7.6.6.2.2. The output binaural signal is generated by combining the output binaural signal in low frequency bands and high frequency bands.

[bookmark: _Toc166434063]7.6.6.2.2	Metadata interpolation or extrapolation
The metadata interpolation is done using linear interpolation method and the same approach is used for every rotation axis. First, the probing pose that is closest to the latest head pose P along a given rotation axis is selected. Then metadata parameters are interpolated as follows:
	 ,	
 (7.6-21)
where  is an identity matrix,  is the metadata matrix corresponding to the closest probing pose  and  are interpolation coefficients as given below:
	  ,
where  is the deviation between the closest probing pose  and reference pose P’ along the said rotation axis such that ,  is the deviation between the latest head pose  and reference pose P’ along the said rotation axis such that .
When absolute value of  is greater than absolute value of , then extrapolation is performed. In this case,  is an identity matrix,  is the metadata matrix corresponding to the closest probing pose  and  are extrapolation coefficients as given below:
	  ,
where  is the deviation between the closest probing pose  and reference pose P’ along the said rotation axis such that ,  is the deviation between the latest head pose  and closest probing pose  along the said rotation axis such that .

[bookmark: _Toc166434064]7.6.6.2.3	Matrix mixing
The interpolated or extrapolated matrices ,  and  are then combined into one 2x2 pose correction matrix per frequency band as shown below:
	 .	
 (7.6-22)
The output binaural signal in each CLDFB band is computed as
	  ,	
 (7.6-23)
where,  is the reference binaural signal corresponding to reference head pose P’.
[bookmark: _Toc166434065]7.6.6.3	Post rendering in 0 DOF mode
In 0 DOF mode or no pose correction mode, the split rendering bitstream received by the post-renderer includes LCLD or LC3plus coded bits which are decoded to obtain the reference binaural signal associated with the reference head pose . The LC3plus decoder outputs in time domain, whereas the LCLD decoder outputs reference binaural signal in CLDFB domain which is then converted to time domain by applying CLDFB synthesis. The time domain reference binaural signal is the output of the post-renderer.

[bookmark: _Toc166434066]7.6.7	Bit allocation for Split rendering 
Detailed bit allocation principles at different bitrates of the Split rendering operation are provided in Table 7.6‑21, Table 7.6-22, Table 7.6-23, Table 7.6‑24, Table 7.6‑25 and Table 7.6‑26.
Table 7.6‑21: Bit allocation for split rendering with 1, 2 and 3 DOF pose correction with LCLD or LC3plus codecs
	Description
	384 kbps
	512 kbps
	768 kbps

	Total number of bits per 20ms frame
	7680
	10240
	15360

	DOF (degree of freedom)
	2
	2
	2

	HQ mode
	1
	1
	1

	Rotation axes
	2 (if 1, 2 DoF), 0 otherwise
	2 (if 1, 2 DoF), 0 otherwise
	2 (if 1, 2 DoF), 0 otherwise

	HF ILD flag
	1
	1
	1

	Reference Pose P’ (yaw, pitch and roll angle)
	27
	27
	27

	Coding strategy
	1
	1
	1

	Quantization strategy
	2
	2
	2

	Metadata bits
	Variable
	variable
	variable

	LCLD or LC3plus bits
	Variable
	variable
	variable



In case of LC3plus, LC3plus bits are prepended with byte-alignment 0-bits to the next closest octet boundary. If the number of bits available for audio coding exceeds the maximum frame size of LC3plus, the leftover bytes in the LC3plus section are filled up with padding 0-bytes.
Table 7.6‑22: Bit allocation for split rendering with 0 DOF (no pose correction) with 5ms split rendering frame size 
	Description
	256 kbps
	384 kbps
	512 kbps

	Total number of bits  per 5ms frame
	1280
	1920
	2560

	LCLD or LC3plus bits
	1280
	1920
	2560



Table 7.6‑23: Bit allocation for split rendering with 0 DOF (no pose correction) with 10ms split rendering frame size using LCLD
	Description
	256 kbps
	384 kbps
	512 kbps

	Total number of bits per 10ms frame
	2560
	3840
	5120

	LCLD
	2560
	3840
	5120



Table 7.6‑24: Bit allocation for split rendering with 0 DOF (no pose correction) with 10ms split rendering frame size using LC3plus
	Description
	256 kbps
	384 kbps
	512 kbps

	Total number of bits per 10ms frame
	2560
	3840
	5120

	LC3plus bits
	2520
	3840
	5120

	Zero bits
	40
	0
	0




Table 7.6‑25: Bit allocation for split rendering with 0 DOF (no pose correction) with 20ms split rendering frame size
	Description
	256 kbps
	384 kbps
	512 kbps

	Total number of bits per 20ms frame
	5120
	7680
	10240

	LCLD or LC3plus bits
	5120
	7680
	10240



Table 7.6‑26: Bit allocation for split rendering with 1, 2 and 3 DOF pose correction with PCM binaural output
	Description
	Bitrate >= 34 kbps

	Total number of bits per 20ms frame
	>= 680

	DOF (degree of freedom)
	2

	HQ mode
	1

	Rotation axes
	2 (if 1, 2 DoF), 0 otherwise

	HF ILD flag
	1

	Reference Pose P’ (yaw, pitch and roll angle)
	27

	Coding strategy
	1

	Quantization strategy
	2

	Metadata bits
	Remaining bits



[bookmark: _Toc156936150][bookmark: _Toc166434067]7.6.8	Interface for Split rendering
Split renderer and its interface provide support to ISAR codec design constraints. The details of the split rendering library API are provided in [7] for the fixed-point code and [12] for the floating-point code. The details of the split rendering library API are provided in [9].

* * * End of Changes * * * *
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