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>>>>BEGINNING OF CHANGES<<<<

5.4 Vertical Federated Learning (VFL)

Vertical Federated learning is a machine learning technique without exchanging/sharing local data set, while maintaining some level of coordination amongst VFL participants, when training and inference are performed on local ML Models, wherein the local data set in different VFL Participant for local model training have different feature spaces for the same samples (e.g. UE IDs). Vertical Federated Learning may involve multiple NWDAFs and AF.

For Vertical Federated Learning, there may be one NWDAF or one AF acting as a VFL server and one or multiple NWDAF(s) and/or one or multiple AF(s) acting as VFL Client(s). Vertical Federated Learning is available among NWDAFs within a single PLMN or between an AF and NWDAF(s) in a single PLMN.

The main functionalities of VFL server and VFL client include:

**VFL server:**

- An NWDAF acting as VFL server discovers and selects VFL client(s) (NWDAF(s) and/or AF(s)) to participate in a VFL procedure.

- A trusted AF acting as VFL server discovers and selects VFL client(s) (NWDAF(s)) to participate in a VFL procedure.

- When an untrusted AF is acting as VFL server, NEF discovers and selects VFL client NWDAFs based on selection criteria that the AF provides or pre-configured in NEF, and hides detailed information about the NWDAFs from the AF. The VFL client NWDAF can be pre-configurated in untrusted AF acting as VFL server.

- requests VFL clients to do local ML model training for an Analytic ID, it assigns VFL model correlation ID, and it requests to report intermediate results.

- When untrusted AF is acting as VFL server, NEF translates internal IDs and external IDs (e.g., SUPI and GPSI, Analytics ID and AF internal ID) and forwards intermediate results from/to NWDAF to/from AF. The untrusted AF determines samples that will used in the VFL process based on negotiation between NWDAF(s) acting as VFL client and the untrusted AF via NEF.

- aggregates intermediate results from VFL client(s) and computes intermediate training results (e.g. gradient information, loss information) for updating its own local ML Model and the ML Models of VFL clients during the VFL training process and sends the intermediate training results towards VFL clients involved in the joint VFL training process. In case multiple NWDAFs are acting as VFL client and the untrusted AF is acting as VFL server, the untrusted AF sends and receives different message for each NWDAF.

- It initiates the VFL inference process using VFL model correlation ID and requests the VFL clients to determine local inference results.

- It aggregates local inference result from VFL clients and generates the final VFL inference result.

- If the VFL Server is NWDAF, it may send the final VFL inference result to the consumer.

**VFL client:**

- locally trains ML Model with the available local data set, which includes the data that may not be allowed to be shared with other VFL clients due to e.g. data privacy, data security, data access rights.

- computes the intermediate results for their local ML Models involved in the VFL training and provide reports with the intermediate results to the AF or NWDAF acting as VFL server.

- performs inference based on the local model and local data and provides inference results to VFL server.

Editor's note: Details regarding Sample alignment and features alignment functionality or whether the functionality needs to be specified are FFS.

Editor's note: Accuracy monitoring in VFL when VFL server is NWDAF is FFS.

Editor's note: For an NWDAF impacts of the split into AnLF and MTLF are FFS.

>>>>END OF CHANGES<<<<