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Abstract of the contribution: This paper proposed conclusions on KI#8: Support of IMS Avatar Communication. 

1.	Discussion
Solution #16, 23, 24, 25, 26, 27, 31 and 32 are documented for Support of IMS Avatar Communication. Following principles are derived from the above solutions and result of NWM survey. This paper proposes to take the following principles as conclusions for KI#8. 
2.	Text proposal
It is proposed to agree the following changes vs. TS 23.700-77:
[bookmark: _Hlk67396857]>>>>BEGINNING OF CHANGES<<<<
[bookmark: _Toc8920][bookmark: _Toc28676][bookmark: _Toc164931210]8.X	Conclusion of KI#8
For KI#8 on " Support of IMS Avatar Communication " the following conclusions are agreed:
1. A new network function is applied for the repository of base Avatar model, together with all associated digital assets (e.g., personalized accessories and garments). The repository ensures only appropriate and authorized access to the subset of data.
2.	The AR Application Server is extended and responsible for setting up the scene and adding the participant's Avatars to the scene. It performs the functionality of Scene Management.
3.	The Avatar animation function, if performed at the network, would be performed by the MF/MRF. The MF/MRF retrieves scene description (including the Avatar IDs) from the AR AS, and retrieves Avatar base model from the Avatar repository after authorization.
4.	If Avatar animation function is performed at the receiving UE, the receiving UE retrieves scene description from AR AS via established data channel and retrieves Avatar base model from the Avatar repository after authorization.
5.	If Avatar animation function is performed at the sending UE, the sending UE retrieves scene description from AR AS via established data channel.
6.	The animation stream can be generated either at the sending UE (based on its input data, e.g., the camera feeds and the user voice) or MF/MRF (based on the received audio/video media streams).
7.	Before an Avatar call, the user can generate or update an Avatar representation from the UE and upload it to the Avatar repository. During an Avatar call, the user may choose to switch its Avatar base model and associated assets, in which case, it should be reflected to all call participants within a reasonable delay. The interworking between UE and Avatar repository (e.g., via HTTP) is in scope of SA4.

>>>>END OF CHANGES<<<<
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