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Abstract: It is proposed to update evaluation and conclusion of the solutions to KI#3.
1.1 Introduction
There are 9 solutions (Sol#17-25) in the TR for KI#3. In this paper we try to make an evaluation and conclusion for this KI.
2.Discussion
2.1 CAT-A vs CAT-B solution
For KI#3, there are two categories of solution, CAT-A/ CAT-B. Comparing CAT-A and CAT-B, following issues can be considered:
1. Lifetime of the tunnel:
For CAT-A, the N4 context for the traffic between EAS and AS is part of the UE’s PDU session context. Hence the tunnel for traffic between the EAS and AS have same lifetime as the PDU session.  
For CAT-B, how and when to create, update and delete this new introduced node level N4 context is unclear and additional mechanism may need be added to efficient manage this tunnel, e.g. inactivity timer control for tunnel release.
2. QoS handling:
For CAT-A, the traffic between local DN and central DN reuse existing QoS mechanism of the PDU session, which can guarantee QoS flow level QoS requirement and does not introduce any new impact. 
For CAT-B, QoS mechanism is introduced for node level tunnel, which only support per application granularity QoS requirement. It cannot differentiate the QoS requirement per different UE granularity, i.e. no flexibility. 
3. Routing between EAS and L-PSA/L-UPF
For CAT-A, the traffic generated by EAS can be routed to L-PSA based on legacy mechanism defined in TS 23.548[5] (e.g. N6 routing mechanism). For example, L-PSA establish IP over IP tunnel with EAS when transferring traffic from UE to EAS, and this tunnel can be reused for EAS to transfer traffic between EAS and AS to the L-PSA.
For CAT-B, since L-PSA of the PDU session and L-UPF of the tunnel between local DN and central DN can be different UPFs(as different PDU session may have different L-PSA), legacy mechanism only guarantees the traffic routing between L-PSA and EAS. For the traffic from EAS to AS, how the EAS know which L-UPF should traffic be routed to is not clear (e.g. the EAS doesn’t know which UPF has established tunnel between local DN and central DN).

Based on the above analysis, CAT-B need to involve several new mechanisms for node level tunnel handling while CAT-A reuse existing mechanisms for PDU session. Hence, it is proposed to conclude KI#3 based on CAT-A. This also get support from the NWM discussion, i.e. majorities prefer the CAT-A solution.
2.2 Option within the CAT-A solution 
From the NWM discussion, some comments related to the CAT-A solution: 
· Q1: The issue related to change of IP address versus treatment of E2E encryption has not been resolved or even addressed.
A1: When the target IP address of the traffic generated by the UE is EAS IP, the E2E encryption is established between the UE and the EAS. Then the EAS can establish another E2E encrypted connection with AS. Also it is possible to no do IP replacement within the CAT-A mechanism. Hence we do not see issue on this question. 
· Q2: All of them have unreasonable expectations on what an EAS could implement, and thus having solutions in 5GC that cannot be used is not wanted; (i) the addressing information used between the L-EAS and the C-EAS is quite unclear: if usage by L-EAS of the UE IP address as source address is required then this is a strong and not acceptable impact to the EAS. If the EAS is using a specific addressing information (e.g. port) for a given UE, communicating this information to the L-PSA (for the L-PSA to map to the PDU session) would be very cumbersome.
A2: In most scenarios, the AS is a public server controlled by 3rd party which may server UEs from 3GPP access and fixed network. For this kind of AS, it is difficult to request special enhancement  for mobile network. However, in the scenario of KI#3, for example, the EAS can be a cloud phone which may be controlled by MNO or deployed by 3rd party especially for such traffic routing services to serve UEs and easier to be enhanced (e.g. support providing IP 5-tuple via existing AF influence procedure, assign different port number for different UE/PDU session, add UE IP into IPv6 extension header). Hence, the assumptions on the EAS are reasonable. Further, if GRE tunnel is used between L-PSA and EAS, the L-PSA can differentiate packet for different PDU sessions based on the key in the GRE header (e.g. set the key to UE IP) as described in S2-2406181. 
· Q3: (ii) are considering the processed traffic as UE traffic which is incorrect as the traffic being processed by an entity other than the UE (which creates a security concern if it is considered as UE traffic); (v) charges UE for the traffic that is processed locally and centrally based on the application preference/deployment.
A3: Since 5GC can differentiate the traffic directly between UE and server (e.g. EAS, AS) and traffic between EAS and AS, 5GC can perform different handling action for these traffics (e.g. charge for UE traffic and traffic between EAS and AS separately), and no security problem will be involved. If there are security concern, it need be pointed out clearly. 
· Q4: (iii) cannot handle application-related traffic that needs to be exchanged between EAS and AS.
A4: Whether application-related traffic (i.e. traffic not related with any UE) really exist is not clear. For example, if the EAS is a cloud phone, the EAS tries to access the AS only when it receives instruction from the UE. 
· Q5: (iv) require PDR/FAR configuration for each single UE for the processed traffic; 
A5:  This give the possibilities of flow handling per UE granularity. So it is easily for charge/policy and so on. We do not see this is a problem. 

For the way forward in CAT-A, since solution #24 has merge the common understanding of the above solutions, and has given three options for the traffic structure and IP replacement performing (option 1: sol#18,23; option 2: sol#17,20; option 3: sol#19). Solution #24 can be used as baseline for discussion.

For CAT-A, following issues can be considered for evaluation and conclusion:
Issue1: AF requirement on the packet routed between Local DN and Central DN.
Based on the common understanding in CAT-A solutions, we suggest the AF request at least includes:
1. indication for traffic routing between local DN and central DN: indicate 5GC to configure the user plane path for traffic between local DN and central DN.
2. traffic filter for the traffic between EAS and AS: necessary IEs for 5GC to configure the user plane path (e.g. detect traffic corresponding to PDU session, configure traffic routing on the ULCL)
3. QoS requirement: necessary IEs for 5GC to configure QoS parameters for traffic between local DN and central DN.

Issue 2: What is the target IP address of the packet sent by the UE.
Assuming the target IP address is EAS IP:
1. Existing EAS discovery procedure can be reused to help UE discover the EAS and route traffic from UE to the EAS.
2. Directly traffic between UE and AS can still be supported. Because traffic directly between UE and AS, and traffic from UE to EAS and further to AS have different traffic filter (i.e. the UE can directly access to the AS and also access to the AS via EAS at same time). If the target IP address is EAS IP, the SMF can configure ULCL based on the existing EAS discovery procedure and route traffic related with EAS IP to L-DN.
3. Since EAS IP is in the EAS deployment information and corresponding traffic can be routed to local DN without AF traffic influence. The AF can interact with 5GC to require traffic routing between local DN and central DN before or after UE sending the packet. 
Assuming the target IP address is AS IP:
1. Existing EAS discovery procedure cannot be reused. Because for non-EC traffic (i.e. target IP address is AS IP), the SMF will not insert ULCL, L-PSA and configure traffic routing rule, and the traffic will not be routed to L-DN.
2. Directly traffic between UE and AS cannot be supported. If the target IP address is AS IP, how 5GC knows the traffic related with AS IP need to be routed to L-DN is not clear.
3. Since the AS IP is not in the EAS deployment information and corresponding traffic generated by UE will be treated as non-EC traffic and route to central DN. The AF should interact with 5GC to require traffic routing between local DN and central DN before UE sending the packet (i.e. send AS IP to SMF for traffic routing configuration).
Hence, it is proposed to assume the target IP address of the packet sent by the UE is EAS IP.

Issue 3: What is the structure of the traffic between EAS and AS (e.g. source/target IP address).
Assuming the source IP address is EAS IP and target IP address is AS IP:
1. Less impact to the logic of EAS.
2. Require IP replacement (in L-PSA) to UE IP (2) or set the key value of pre-configured GRE tunnel between UPF and server respectively.
Assuming the source IP address is UE IP and target IP address is AS IP:
1. Easier for 5GC to determine the corresponding PDU session of the traffic, but impact the logic of EAS when generating IP layer of the packet.
2. Assuming EAS supports such functionality.
Assuming the source IP address is EAS IP 2 and target IP address is UE IP:
1. Easier for 5GC to determine the corresponding PDU session of the traffic, but impact the logic of EAS when generating IP layer of the packet.
2. Requires the EAS to assign a specific IP address for interacting with AS.
It is proposed to use the first bullet as baseline, because it has less impact on the IP layer of the EAS (assuming the source IP address is EAS IP and target IP address is AS IP).

Issue 4: Which entity performs IP replacement if needed.
As described in clause 9.2.5 and 7.2.5 of TR 23.748[X], the ULCL has already performance traffic routing, and it is too heavy for the ULCL to also enforce IP replacement. Hence, the IP replacement(if needed) is performed at L-PSA in existing procedures. 
Based on the above discussion, option 1 in sol#24 is preferred.
3. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-49.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Hlk161928131] 7.3 Evaluation for KI#3
[bookmark: _GoBack]There are 7 9 solutions (Sol#17, 18, 19, 20, 21, 22, 23, 24, 25) in the TR for KI#3. These 7 9 solutions can be classified into 3 categories from Traffic forwarding perspective:
· CAT-A: Traffic forwarding by reusing the established User Plane path of the PDU Session (Sol#17, 18, 19, 20, 23, 24, 25);
· CAT-B: Traffic forwarding by establishing a new User Plane path between the L-PSA UPF and C-PSA UPF (Sol#21);
· CAT-C: Traffic forwarding by establishing a tunnel between EAS and PSA UPF (Sol#22) based on OAM mechanism, which is out of SA2 scope.
For CAT-A (sol#24 as baseline) and CAT- B (sol#21 as baseline), following aspects can be considered for evaluation and conclusion:
· Issue 1: User plane path configuration.
· Issue 2: QoS handling.
· Issue 3: traffic routing between EAS and L-PSA/L-UPF in L-DN. 


* * * * Second change * * * * 
[bookmark: _Toc50467039][bookmark: _Toc50468924][bookmark: _Toc57106640][bookmark: _Toc54944249][bookmark: _Toc50468653][bookmark: _Toc57104911][bookmark: _Toc54945725][bookmark: _Toc54946112][bookmark: _Toc57105295][bookmark: _Toc50630899][bookmark: _Toc59102407][bookmark: _Toc50468383]8.3 Conclusion for KI#3
Interim conclusion:
· The UE related traffic between local DN and central DN is transferred via the UE’s PDU session.
· For UL traffic
· The traffic generated by UE to EAS has UE IP as source IP address and EAS IP as target IP address. 
· The traffic generated by EAS to AS has EAS IP as source IP address and AS IP as target IP address. 
· For UL the L-PSA UPF determines the corresponding PDU session of the received traffic, e.g. based on specific IP 5-tuple (e.g. port number) or the tunnel information of the traffic.
· For DL traffic
· The traffic generated by AS to EAS has AS IP as source IP address and the IP address associated with UE as target IP address. 
· The traffic generated by EAS to UE has EAS IP as source IP address and UE IP as target IP address.
· For DL the PSA UPF determines the corresponding PDU session of the received traffic based on the target IP address or the tunnel information associated with UE of the traffic.
· The traffic routing rule between local DN and central DN should be controlled by SMF, which can be influenced by AF. 
· The requirement of establishing connectivity for traffic routing between local DN and central DN should be provided by AF.
· The information provided by AF should at least include: traffic filter for the traffic between EAS and AS, QoS requirement, indication for traffic routing between local DN and central DN. 
· QoS should be supported for the traffic routed between local DN and central DN.
· Charging should be supported for the traffic routed between local DN and central DN, any charging issue should be verified with SA5.
· Distributed anchored PDU session is also supported via adding a remote UPF to route the traffic to central AS. 
* * * * End of changes * * * *
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