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| 7.3.1.1.2 Format 0\_1-------------------------------------------Unchanged parts are omitted-------------------------------------------For transport block 2 (only present if *maxRank* or *maxMIMO-Layers* is larger than 4):- Modulation and coding scheme - 5 bits as defined in Clause 6.1.4.1 of [6, TS 38.214]- New data indicator - 1 bit- Redundancy version - 2 bits as defined in Table 7.3.1.1.1-2If "Bandwidth part indicator" field indicates a bandwidth part other than the active bandwidth part, *maxRank* is larger than 4 or the value of *maxMIMO-Layers* for the indicated bandwidth part is larger than 4 and the value of *maxRank* or *maxMIMO-Layers* for the active bandwidth part is no more than 4, the UE assumes zeros are padded when interpreting the "Modulation and coding scheme", "New data indicator", and "Redundancy version" fields for transport block 2 according to Clause 12 of [5, TS38.213], and the UE ignores the "Modulation and coding scheme", "New data indicator", and "Redundancy version" fields of transport block 2 for the indicated bandwidth part.-------------------------------------------Unchanged parts are omitted-------------------------------------------- 7 bits according to Table 7.3.1.1.2-5B for 8 antenna ports, if *CodebookTypeUL=Codebook1*, transform precoder is disabled, *maxRank* = 8, and according to *ULcodebookFC-N1N2*;- 7 bits according to Table 7.3.1.1.2-5C for 8 antenna ports, if *CodebookTypeUL=Codebook1*, transform precoder is disabled, *maxRank* =7, and according to *ULcodebookFC-N1N2*;- 7 bits according to Table 7.3.1.1.2-5D for 8 antenna ports, if *CodebookTypeUL=Codebook1*, transform precoder is disabled, *maxRank* =4, 5 or 6, and according to *maxRank* ;- 4, 6 or 7 bits according to Table 7.3.1.1.2-5E for 8 antenna ports, if *CodebookTypeUL=Codebook1*, transform precoder is enabled or *maxRank* =1, 2 or 3 if transform precoder is disabled, and according to transform precoder and *maxRank*;- 8 bits according to Table 7.3.1.1.2-5F for 8 antenna ports, if *CodebookTypeUL=Codebook4*, transform precoder is disabled, *maxRank* =5, 6, 7 or 8, *ul-FullPowerTransmission* is not configured or configured to *fullpowerMode2* or configured to *fullpower*, and according to *maxRank* ;- 6 or 7 or 8 bits according to Table 7.3.1.1.2-5G for 8 antenna ports, if *CodebookTypeUL=Codebook4*, transform precoder is disabled, *maxRank*=2, 3 or 4, *ul-FullPowerTransmission* is not configured or configured to *fullpowerMode2* or configured to *fullpower*, and according to *maxRank*;- 3 bits according to Table 7.3.1.1.2-5H for 8 antenna ports, if *CodebookTypeUL=Codebook4*, transform precoder is enabled or *maxRank*=1 if transform precoder is disabled, *ul-FullPowerTransmission* is not configured or configured to *fullpowerMode2* or configured to *fullpower*.- 10 bits according to Table 7.3.1.1.2-5I for 8 antenna ports, if *CodebookTypeUL=Codebook2*, transform precoder is disabled, *maxRank* =5, 6, 7 or 8, *ul-FullPowerTransmission* is not configured or configured to *fullpowerMode2* or configured to *fullpower,* and according to *maxRank* ;- 5, 9 or 10 bits according to Table 7.3.1.1.2-5J for 8 antenna ports, if *CodebookTypeUL=Codebook2*, transform precoder is enabled or *maxRank* =1, 2, 3 or 4 if transform precoder is disabled, *ul-FullPowerTransmission* is not configured or configured to *fullpowerMode2* or configured to *fullpower*, and according to transform precoder and *maxRank*;- 10 bits according to Table 7.3.1.1.2-5K for 8 antenna ports, if *CodebookTypeUL=Codebook3*, transform precoder is disabled, *maxRank* =5, 6, 7 or 8, *ul-FullPowerTransmission* is not configured or configured to *fullpowerMode2* or configured to *fullpower,* and according to *maxRank* ;- 4, 7, 9 or 10 bits according to Table 7.3.1.1.2-5L for 8 antenna ports, if *CodebookTypeUL=Codebook3*, transform precoder is enabled or *maxRank* =1, 2, 3 or 4 if transform precoder is disabled, *ul-FullPowerTransmission* is not configured or configured to *fullpowerMode2* or configured to *fullpower*, and according to transform precoder and *maxRank*;- 6 or 7 or 8 bits according to Table 7.3.1.1.2-5M for 8 antenna ports, if *CodebookTypeUL=Codebook4*, transform precoder is disabled, *maxRank*=2, 3 or 4, *ul-FullPowerTransmission* is configured to *fullpowerMode1*, and according to *maxRank*;- 4 bits according to Table 7.3.1.1.2-5N for 8 antenna ports, if *CodebookTypeUL=Codebook4*, transform precoder is enabled or *maxRank*=1 if transform precoder is disabled, *ul-FullPowerTransmission* is configured to *fullpowerMode1*.- 6, 9 or 10 bits according to Table 7.3.1.1.2-5O for 8 antenna ports, if *CodebookTypeUL=Codebook2*, transform precoder is enabled or *maxRank* =1, 2, 3 or 4 if transform precoder is disabled, *ul-FullPowerTransmission* is configured to *fullpowerMode1*, and according to transform precoder and *maxRank*;- 5, 7, 9 or 10 bits according to Table 7.3.1.1.2-5P for 8 antenna ports, if *CodebookTypeUL=Codebook3*, transform precoder is enabled or *maxRank* =1, 2, 3, or 4 if transform precoder is disabled, *ul-FullPowerTransmission* is configured to *fullpowerMode1*, and according to transform precoder and *maxRank*;- 8 or 9 bits according to Table 7.3.1.1.2-5Q for 8 antenna ports, if *CodebookTypeUL*=*Codebook4*, transform precoder is disabled, *maxRank* =5, 6, 7 or 8, *ul-FullPowerTransmission* is configured to *fullpowerMode1*, and according to *maxRank*;- 10 bits according to Table 7.3.1.1.2-5R for 8 antenna ports, if *CodebookTypeUL*=*Codebook2*, transform precoder is disabled, *maxRank* =5, 6, 7 or 8, *ul-FullPowerTransmission* is configured to *fullpowerMode1*, and according to *maxRank* ;- 10 bits according to Table 7.3.1.1.2-5S for 8 antenna ports, if *CodebookTypeUL*=*Codebook3*, transform precoder is disabled, *maxRank* =5, 6, 7, or 8, *ul-FullPowerTransmission* is configured to *fullpowerMode1*, and according to *maxRank* ;-------------------------------------------Unchanged parts are omitted-------------------------------------------- -------------------------------------------Unchanged parts are omitted-------------------------------------------**Table 7.3.1.1.2-5B: Precoding information and number of layers, for 8 antenna ports, if transform precoder is disabled, *maxRank*  = 8, and *CodebookTypeUL*=*Codebook1***-------------------------------------------Unchanged parts are omitted-------------------------------------------**Table 7.3.1.1.2-5C: Precoding information and number of layers, for 8 antenna ports, if transform precoder is disabled, *maxRank*  = 7, and *CodebookTypeUL=Codebook1***-------------------------------------------Unchanged parts are omitted-------------------------------------------**Table 7.3.1.1.2-5D: Precoding information and number of layers, for 8 antenna ports,if transform precoder is disabled, *maxRank*  = 4, 5 or 6, *CodebookTypeUL=Codebook1,ULcodebookFC-N1N2 = (4,1) or (2,2)***

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Bit field mapped to index** | ***maxRank*  =4** | **Bit field mapped to index** | ***maxRank*  =5** | **Bit field mapped to index** | ***maxRank*  *=6*** |
| 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 |
| 1 | 1 layer: TPMI=1 | 1 | 1 layer: TPMI=1 | 1 | 1 layer: TPMI=1 |
| … | … | … | … | … | … |
| 15 | 1 layer: TPMI=15 | 15 | 1 layer: TPMI=15 | 15 | 1 layer: TPMI=15 |
| 16 | 2 layers: TPMI=0 | 16 | 2 layers: TPMI=0 | 16 | 2 layer2: TPMI=0 |
| 17 | 2 layers: TPMI=1 | 17 | 2 layers: TPMI=1 | 17 | 2 layer2: TPMI=1 |
| … | … | … | … | … | … |
| 47 | 2 layers: TPMI=31 | 47 | 2 layers: TPMI=31 | 47 | 2 layers: TPMI=31 |
| 48 | 3 layers: TPMI=0 | 48 | 3 layers: TPMI=0 | 48 | 3 layers: TPMI=0 |
| 49 | 3 layers: TPMI=1 | 49 | 3 layers: TPMI=1 | 49 | 3 layers: TPMI=1 |
| … | … | … | … | … | … |
| 71 | 3 layers: TPMI=23 | 71 | 3 layers: TPMI=23 | 71 | 3 layers: TPMI=23 |
| 72 | 4 layers: TPMI=0 | 72 | 4 layers: TPMI=0 | 72 | 4 layers: TPMI=0 |
| 73 | 4 layers: TPMI=1 | 73 | 4 layers: TPMI=1 | 73 | 4 layers: TPMI=1 |
| … | … | … | … | … | … |
| 95 | 4 layers: TPMI=23 | 95 | 4 layers: TPMI=23 | 95 | 4 layers: TPMI=23 |
| 96-127 | reserved | 96 | 5 layers: TPMI=0 | 96 | 5 layers: TPMI=0 |
|  |  | 97 | 5 layers: TPMI=1 | 97 | 5 layers: TPMI=1 |
|  |  | … | … | … | … |
|  |  | 103 | 5 layers: TPMI=7 | 103 | 5 layers: TPMI=7 |
|  |  | 104-127 | reserved | 104 | 6 layers: TPMI=0 |
|  |  |  |  | 105 | 6 layers: TPMI=1 |
|  |  |  |  | … | … |
|  |  |  |  | 111 | 6 layers: TPMI=7 |
|  |  |  |  | 112-127 | reserved |

-------------------------------------------Unchanged parts are omitted-------------------------------------------**Table 7.3.1.1.2-5F: Precoding information and number of layers, for 8 antenna ports, if transform precoder is disabled, *maxRank*  = 5, 6, 7 or 8, and *CodebookTypeUL=Codebook4***

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Bit field mapped to index** | ***maxRank*  *= 5*** | **Bit field mapped to index** | ***maxRank*  *= 6*** | **Bit field mapped to index** | ***maxRank = 7*** | **Bit field mapped to index** | ***maxRank*  *= 8*** |
| 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 7 | 1 layer: TPMI=7 | 7 | 1 layer: TPMI=7 | 7 | 1 layer: TPMI=7 | 7 | 1 layer: TPMI=7 |
| 8 | 2 layers: TPMI=8 | 8 | 2 layers: TPMI=8 | 8 | 2 layers: TPMI=8 | 8 | 2 layers: TPMI=8 |
| … | … | … | … | … | … | … | … |
| 35 | 2 layers: TPMI=35 | 35 | 2 layers: TPMI=35 | 35 | 2 layers: TPMI=35 | 35 | 2 layers: TPMI=35 |
| 36 | 3 layers: TPMI=36 | 36 | 3 layers: TPMI=36 | 36 | 3 layers: TPMI=36 | 36 | 3 layers: TPMI=36 |
| … | … | … | … | … | … | … | … |
| 91 | 3 layers: TPMI=91 | 91 | 3 layers: TPMI=91 | 91 | 3 layers: TPMI=91 | 91 | 3 layers: TPMI=91 |
| 92 | 4 layers: TPMI=92 | 92 | 4 layers: TPMI=92 | 92 | 4 layers: TPMI=92 | 92 | 4 layers: TPMI=92 |
| … | … | … | … | … | … | … | … |
| 161 | 4 layers: TPMI=161 | 161 | 4 layers: TPMI=161 | 161 | 4 layers: TPMI=161 | 161 | 4 layers: TPMI=161 |
| 162 | 5 layers: TPMI=162 | 162 | 5 layers: TPMI=162 | 162 | 5 layers: TPMI=162 | 162 | 5 layers: TPMI=162 |
| … | … | … | … | … | … | … | … |
| 217 | 5 layers: TPMI=217 | 217 | 5 layers: TPMI=217 | 217 | 5 layers: TPMI=217 | 217 | 5 layers: TPMI=217 |
| 218-255 | reserved | 218 | 6 layers: TPMI=218 | 218 | 6 layers: TPMI=218 | 218 | 6 layers: TPMI=218 |
|  |  | … | … | … | … | … | … |
|  |  | 245 | 6 layers: TPMI=245 | 245 | 6 layers: TPMI=245 | 245 | 6 layers: TPMI=245 |
|  |  | 246-255 | reserved | 246 | 7 layers: TPMI=246 | 246 | 7 layers: TPMI=246 |
|  |  |  |  | … | … | … | … |
|  |  |  |  | 253 | 7 layers: TPMI=253 | 253 | 7 layers: TPMI=253 |
|  |  |  |  | 254-255 | reserved | 254 | 8 layers: TPMI=254 |
|  |  |  |  |  |  | 255 | reserved |

-------------------------------------------Unchanged parts are omitted-------------------------------------------**Table 7.3.1.1.2-5I: Precoding information and number of layers, for 8 antenna ports, if transform precoder is disabled, *maxRank*  = 5, 6, 7 or 8, and *CodebookTypeUL=Codebook2***

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Bit field mapped to index** | ***maxRank*  *= 5*** | **Bit field mapped to index** | ***maxRank*  *= 6*** | **Bit field mapped to index** | ***maxRank = 7*** | **Bit field mapped to index** | ***maxRank*  *= 8*** |
| 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 31 | 1 layer: TPMI=31 | 31 | 1 layer: TPMI=31 | 31 | 1 layer: TPMI=31 | 31 | 1 layer: TPMI=31 |
| 32 | 2 layers: TPMI=0 | 32 | 2 layers: TPMI=0 | 32 | 2 layers: TPMI=0 | 32 | 2 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 303 | 2 layers: TPMI=271 | 303 | 2 layers: TPMI=271 | 303 | 2 layers: TPMI=271 | 303 | 2 layers: TPMI=271 |
| 304 | 3 layers: TPMI=0 | 304 | 3 layers: TPMI=0 | 304 | 3 layers: TPMI=0 | 304 | 3 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 567 | 3 layers: TPMI=263 | 567 | 3 layers: TPMI=263 | 567 | 3 layers: TPMI=263 | 567 | 3 layers: TPMI=263 |
| 568 | 4 layers: TPMI=0 | 568 | 4 layers: TPMI=0 | 568 | 4 layers: TPMI=0 | 568 | 4 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 635 | 4 layers: TPMI=67 | 635 | 4 layers: TPMI=67 | 635 | 4 layers: TPMI=67 | 635 | 4 layers: TPMI=67 |
| 636 | 5 layers: TPMI=0 | 636 | 5 layers: TPMI=0 | 636 | 5 layers: TPMI=0 | 636 | 5 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 667 | 5 layers: TPMI=31 | 667 | 5 layers: TPMI=31 | 667 | 5 layers: TPMI=31 | 667 | 5 layers: TPMI=31 |
| 698-1023 | reserved | 668 | 6 layers: TPMI=0 | 668 | 6 layers: TPMI=0 | 668 | 6 layers: TPMI=0 |
|  |  | … | … | … | … | … | … |
|  |  | 683 | 6 layers: TPMI=15 | 683 | 6 layers: TPMI=15 | 683 | 6 layers: TPMI=15 |
|  |  | 684-1023 | reserved | 684 | 7 layers: TPMI=0 | 684 | 7 layers: TPMI=0 |
|  |  |  |  | … | … | … | … |
|  |  |  |  | 691 | 7 layers: TPMI=7 | 691 | 7 layers: TPMI=7 |
|  |  |  |  | 692-1023 | reserved | 692 | 8 layers: TPMI=0 |
|  |  |  |  |  |  | … | … |
|  |  |  |  |  |  | 695 | 8 layers: TPMI=3 |
|  |  |  |  |  |  | 696-1023 | reserved |

-------------------------------------------Unchanged parts are omitted-------------------------------------------**Table 7.3.1.1.2-5K: Precoding information and number of layers, for 8 antenna ports, if transform precoder is disabled, *maxRank*  = 5, 6, 7 or 8, and *CodebookTypeUL=Codebook3***

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Bit field mapped to index** | ***maxRank*  *= 5*** | **Bit field mapped to index** | ***maxRank*  *= 6*** | **Bit field mapped to index** | ***maxRank*  *= 7*** | **Bit field mapped to index** | ***maxRank = 8*** |
| 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 15 | 1 layer: TPMI=15 | 15 | 1 layer: TPMI=15 | 15 | 1 layer: TPMI=15 | 15 | 1 layer: TPMI=15 |
| 16 | 2 layers: TPMI=0 | 16 | 2 layers: TPMI=0 | 16 | 2 layers: TPMI=0 | 16 | 2 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 119 | 2 layers: TPMI=103 | 119 | 2 layers: TPMI=103 | 119 | 2 layers: TPMI=103 | 119 | 2 layers: TPMI=103 |
| 120 | 3 layers: TPMI=0 | 120 | 3 layers: TPMI=0 | 120 | 3 layers: TPMI=0 | 120 | 3 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 423 | 3 layers: TPMI=303 | 423 | 3 layers: TPMI=303 | 423 | 3 layers: TPMI=303 | 423 | 3 layers: TPMI=303 |
| 424 | 4 layers: TPMI=0 | 424 | 4 layers: TPMI=0 | 424 | 4 layers: TPMI=0 | 424 | 4 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 703 | 4 layers: TPMI=279 | 703 | 4 layers: TPMI=279 | 703 | 4 layers: TPMI=279 | 703 | 4 layers: TPMI=279 |
| 704 | 5 layers: TPMI=0 | 704 | 5 layers: TPMI=0 | 704 | 5 layers: TPMI=0 | 704 | 5 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 863 | 5 layers: TPMI=159 | 863 | 5 layers: TPMI=159 | 863 | 5 layers: TPMI=159 | 863 | 5 layers: TPMI=159 |
| 864-1023 | reserved | 864 | 6 layers: TPMI=0 | 864 | 6 layers: TPMI=0 | 864 | 6 layers: TPMI=0 |
|  |  | … | … | … | … | … | … |
|  |  | 943 | 6 layers: TPMI=79 | 943 | 6 layers: TPMI=79 | 943 | 6 layers: TPMI=79 |
|  |  | 944-1023 | reserved | 944 | 7 layers: TPMI=0 | 944 | 7 layers: TPMI=0 |
|  |  |  |  | … | … | … | … |
|  |  |  |  | 975 | 7 layers: TPMI=31 | 975 | 7 layers: TPMI=31 |
|  |  |  |  | 976-1023 | reserved | 976 | 8 layers: TPMI=0 |
|  |  |  |  |  |  | … | … |
|  |  |  |  |  |  | 991 | 8 layers: TPMI=15 |
|  |  |  |  |  |  | 992-1023 | reserved |

-------------------------------------------Unchanged parts are omitted-------------------------------------------**Table 7.3.1.1.2-5Q: Precoding information and number of layers, for 8 antenna ports, if transform precoder is disabled, *maxRank*  = 5, 6, 7, 8, *CodebookTypeUL=Codebook4,* and *ul-FullPowerTransmission* is configured to *fullpowerMode1***

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Bit field mapped to index** | ***maxRank = 5*** | **Bit field mapped to index** | ***maxRank = 6*** | **Bit field mapped to index** | ***maxRank*  *= 7*** | **Bit field mapped to index** | ***maxRank = 8*** |
| 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 7 | 1 layer: TPMI=7 | 7 | 1 layer: TPMI=7 | 7 | 1 layer: TPMI=7 | 7 | 1 layer: TPMI=7 |
| 8 | 2 layers: TPMI=8 | 8 | 2 layers: TPMI=8 | 8 | 2 layers: TPMI=8 | 8 | 2 layers: TPMI=8 |
| … | … | … | … | … | … | … | … |
| 35 | 2 layers: TPMI=35 | 35 | 2 layers: TPMI=35 | 35 | 2 layers: TPMI=35 | 35 | 2 layers: TPMI=35 |
| 36 | 3 layers: TPMI=36 | 36 | 3 layers: TPMI=36 | 36 | 3 layers: TPMI=36 | 36 | 3 layers: TPMI=36 |
| … | … | … | … | … | … | … | … |
| 91 | 3 layers: TPMI=91 | 91 | 3 layers: TPMI=91 | 91 | 3 layers: TPMI=91 | 91 | 3 layers: TPMI=91 |
| 92 | 4 layers: TPMI=92 | 92 | 4 layers: TPMI=92 | 92 | 4 layers: TPMI=92 | 92 | 4 layers: TPMI=92 |
| … | … | … | … | … | … | … | … |
| 161 | 4 layers: TPMI=161 | 161 | 4 layers: TPMI=161 | 161 | 4 layers: TPMI=161 | 161 | 4 layers: TPMI=161 |
| 162 | 5 layers: TPMI=162 | 162 | 5 layers: TPMI=162 | 162 | 5 layers: TPMI=162 | 162 | 5 layers: TPMI=162 |
| … | … | … | … | … | … | … | … |
| 217 | 5 layers: TPMI=217 | 217 | 5 layers: TPMI=217 | 217 | 5 layers: TPMI=217 | 217 | 5 layers: TPMI=217 |
| 218 | 1 layer: TPMI=255 | 218 | 6 layers: TPMI=218 | 218 | 6 layers: TPMI=218 | 218 | 6 layers: TPMI=218 |
| 219 | 2 layers: TPMI=256 | … | … | … | … | … | … |
| 220 | 3 layers: TPMI=257 | 245 | 6 layers: TPMI=245 | 245 | 6 layers: TPMI=245 | 245 | 6 layers: TPMI=245 |
| 221 | 4 layers: TPMI=258 | 246 | 1 layer: TPMI=255 | 246 | 7 layers: TPMI=246 | 246 | 7 layers: TPMI=246 |
| 222-255 | reserved | 247 | 2 layers: TPMI=256 | … | … | … | … |
|  |  | 248 | 3 layers: TPMI=257 | 253 | 7 layers: TPMI=253 | 253 | 7 layers: TPMI=253 |
|  |  | 249 | 4 layers: TPMI=258 | 254 | 1 layer: TPMI=255 | 254 | 8 layers: TPMI=254 |
|  |  | 250-255 | reserved | 255 | 2 layers: TPMI=256 | 255 | 1 layer: TPMI=255 |
|  |  |  |  | 256 | 3 layers: TPMI=257 | 256 | 2 layers: TPMI=256 |
|  |  |  |  | 257 | 4 layers: TPMI=258 | 257 | 3 layers: TPMI=257 |
|  |  |  |  | 258-511 | reserved | 258 | 4 layers: TPMI=258 |
|  |  |  |  |  |  | 259-511 | reserved |

-------------------------------------------Unchanged parts are omitted-------------------------------------------**Table 7.3.1.1.2-5R: Precoding information and number of layers, for 8 antenna ports, if transform precoder is disabled, *maxRank*  = 5, 6, 7, 8, *CodebookTypeUL=Codebook2,* and *ul-FullPowerTransmission* is configured to *fullpowerMode1***

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Bit field mapped to index** | ***maxRank*  *= 5*** | **Bit field mapped to index** | ***maxRank = 6*** | **Bit field mapped to index** | ***maxRank*  *= 7*** | **Bit field mapped to index** | ***maxRank*  *= 8*** |
| 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 31 | 1 layer: TPMI=31 | 31 | 1 layer: TPMI=31 | 31 | 1 layer: TPMI=31 | 31 | 1 layer: TPMI=31 |
| 32 | 2 layers: TPMI=0 | 32 | 2 layers: TPMI=0 | 32 | 2 layers: TPMI=0 | 32 | 2 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 303 | 2 layers: TPMI=271 | 303 | 2 layers: TPMI=271 | 303 | 2 layers: TPMI=271 | 303 | 2 layers: TPMI=271 |
| 304 | 3 layers: TPMI=0 | 304 | 3 layers: TPMI=0 | 304 | 3 layers: TPMI=0 | 304 | 3 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 567 | 3 layers: TPMI=263 | 567 | 3 layers: TPMI=263 | 567 | 3 layers: TPMI=263 | 567 | 3 layers: TPMI=263 |
| 568 | 4 layers: TPMI=0 | 568 | 4 layers: TPMI=0 | 568 | 4 layers: TPMI=0 | 568 | 4 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 635 | 4 layers: TPMI=67 | 635 | 4 layers: TPMI=67 | 635 | 4 layers: TPMI=67 | 635 | 4 layers: TPMI=67 |
| 636 | 5 layers: TPMI=0 | 636 | 5 layers: TPMI=0 | 636 | 5 layers: TPMI=0 | 636 | 5 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 667 | 5 layers: TPMI=31 | 667 | 5 layers: TPMI=31 | 667 | 5 layers: TPMI=31 | 667 | 5 layers: TPMI=31 |
| 668 | 1 layer: TPMI=32 | 668 | 6 layers: TPMI=0 | 668 | 6 layers: TPMI=0 | 668 | 6 layers: TPMI=0 |
| 669-1023 | reserved | … | … | … | … | … | … |
|  |  | 683 | 6 layers: TPMI=15 | 683 | 6 layers: TPMI=15 | 683 | 6 layers: TPMI=15 |
|  |  | 684 | 1 layer: TPMI=32 | 684 | 7 layers: TPMI=0 | 684 | 7 layers: TPMI=0 |
|  |  | 685-1023 | reserved | … | … | … | … |
|  |  |  |  | 691 | 7 layers: TPMI=7 | 691 | 7 layers: TPMI=7 |
|  |  |  |  | 692 | 1 layer: TPMI=32 | 692 | 8 layers: TPMI=0 |
|  |  |  |  | 693-1023 | reserved | … | … |
|  |  |  |  |  |  | 695 | 8 layers: TPMI=3 |
|  |  |  |  |  |  | 696 | 1 layer: TPMI=32 |
|  |  |  |  |  |  | 697-1023 | reserved |

-------------------------------------------Unchanged parts are omitted-------------------------------------------**Table 7.3.1.1.2-5S: Precoding information and number of layers, for 8 antenna ports, if transform precoder is disabled, *maxRank*  = 5, 6, 7, 8, *CodebookTypeUL=Codebook3,* and *ul-FullPowerTransmission* is configured to *fullpowerMode1***

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Bit field mapped to index** | ***maxRank*  *= 5*** | **Bit field mapped to index** | ***maxRank = 6*** | **Bit field mapped to index** | ***maxRank*  *= 7*** | **Bit field mapped to index** | ***maxRank*  *= 8*** |
| 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 | 0 | 1 layer: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 15 | 1 layer: TPMI=15 | 15 | 1 layer: TPMI=15 | 15 | 1 layer: TPMI=15 | 15 | 1 layer: TPMI=15 |
| 16 | 2 layers: TPMI=0 | 16 | 2 layers: TPMI=0 | 16 | 2 layers: TPMI=0 | 16 | 2 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 119 | 2 layers: TPMI=103 | 119 | 2 layers: TPMI=103 | 119 | 2 layers: TPMI=103 | 119 | 2 layers: TPMI=103 |
| 120 | 3 layers: TPMI=0 | 120 | 3 layers: TPMI=0 | 120 | 3 layers: TPMI=0 | 120 | 3 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 423 | 3 layers: TPMI=303 | 423 | 3 layers: TPMI=303 | 423 | 3 layers: TPMI=303 | 423 | 3 layers: TPMI=303 |
| 424 | 4 layers: TPMI=0 | 424 | 4 layers: TPMI=0 | 424 | 4 layers: TPMI=0 | 424 | 4 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 703 | 4 layers: TPMI=279 | 703 | 4 layers: TPMI=279 | 703 | 4 layers: TPMI=279 | 703 | 4 layers: TPMI=279 |
| 704 | 5 layers: TPMI=0 | 704 | 5 layers: TPMI=0 | 704 | 5 layers: TPMI=0 | 704 | 5 layers: TPMI=0 |
| … | … | … | … | … | … | … | … |
| 863 | 5 layers: TPMI=159 | 863 | 5 layers: TPMI=159 | 863 | 5 layers: TPMI=159 | 863 | 5 layers: TPMI=159 |
| 864 | 1 layer: TPMI=16 | 864 | 6 layers: TPMI=0 | 864 | 6 layers: TPMI=0 | 864 | 6 layers: TPMI=0 |
| 865 | 2 layers: TPMI=104 | … | … | … | … | … | … |
| 866 | 3 layers: TPMI=304 | 943 | 6 layers: TPMI=79 | 943 | 6 layers: TPMI=79 | 943 | 6 layers: TPMI=79 |
| 867-1023 | reserved | 944 | 1 layer: TPMI=16 | 944 | 7 layers: TPMI=0 | 944 | 7 layers: TPMI=0 |
|  |  | 945 | 2 layers: TPMI=104 | … | … | … | … |
|  |  | 946 | 3 layers: TPMI=304 | 975 | 7 layers: TPMI=31 | 975 | 7 layers: TPMI=31 |
|  |  | 944-1023 | reserved | 976 | 1 layer: TPMI=16 | 976 | 8 layers: TPMI=0 |
|  |  |  |  | 977 | 2 layers: TPMI=104 | … | … |
|  |  |  |  | 978 | 3 layers: TPMI=304 | 991 | 8 layers: TPMI=15 |
|  |  |  |  | 979-1023 | reserved | 992 | 1 layer: TPMI=16 |
|  |  |  |  |  |  | 993 | 2 layers: TPMI=104 |
|  |  |  |  |  |  | 994 | 3 layers: TPMI=304 |
|  |  |  |  |  |  | 995-1023 | reserved |

-------------------------------------------Unchanged parts are omitted------------------------------------------- |