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Introduction 
In the previous meetings and RAN1#116-bis, the following agreements on evaluation of AI/ML based CSI have been achieved [1].
	Agreement
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information
Agreement
Specification support of Quantization alignment for CSI feedback between CSI generation part at the UE and CSI reconstruction part at the NW is needed for supporting CSI compression using two-sided model use case, e.g.,
· through model pairing process, 
· alignment based on standardized quantization scheme. 
· Additional methods are not precluded. 
Agreement
· In CSI compression using two-sided model use case, for CSI report format, when output-CSI-UE and input-CSI-NW is precoding matrix, CSI part 1 includes at least CQI for first codeword, RI, and information representing the part 2 size. CSI part 2 includes at least the content of CSI generation part output. 
· Other CSI report formats are not precluded
Agreement
· Modify row item in previous conclusion from “Whether gNB can maintain/store a single/unified model” to “Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors”.

· Modify row item in previous conclusion from “Whether UE device can maintain/store a single/unified model” to “Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors”.

Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.

Agreement
For the results template used to collect evaluation results for temporal domain compression Case 1/2/5, adopt Table 1 used in Rel-18 as starting point with the following additions:
· Temporal domain CSI setting
· CSI feedback periodicity
· CSI-RS periodicity 
· Description of model input/output and Case
· Compression case, e.g., Case 1/2/5
· Usage of historical CSI at UE/NW side (e.g., number / time distance, eigen-vectors / raw channels, etc)
· Methods to handle UCI loss (if applicable), e.g., CSI buffer reset, CSI retransmission, etc.
· Methods to handle rank adaptation (if applicable)
· UE distribution (Option 1 or Option 2) and UE speed
· CSI feedback overhead rate: X/Y/Z bits per normalized time unit
· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18
· Benchmark scheme
· Rel-16 eT2 and compression Case 0 (i.e., Rel-18 AI/ML based CSI compression)
· Whether/how spatial consistency is modelled
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 
· Whether/how rank adaptation is modelled
· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) 

Agreement
For the results template used to collect evaluation results for temporal domain prediction and compression Case 3/4, adopt Table 1 used in Rel-18 as starting point with the following additions:
· Temporal domain CSI setting
· CSI feedback periodicity
· CSI-RS periodicity 
· Description of model input/output and use case
· Compression case, e.g., case 3 / 4
· Observation window (usage of historical CSI at UE/NW side, e.g., number / time distance, eigen-vectors / raw channels, etc)
· Prediction window (e.g., time distance between 1st prediction instance and last observation instance, number / time distance of predicted CSI)
· Methods to handle UCI loss (if applicable)
· UE distribution (Option 1 or Option 2) and UE speed
· CSI feedback overhead rate: X/Y/Z bits per normalized time unit
· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18
· SGCS values before (if applicable) and after compression
· Assumption on the prediction of future CSI 
· Separate step or jointly with compression
· If separate, description of the AI or non-AI prediction algorithms: ideal prediction, AI-based prediction, non-AI-based prediction (e.g., nearest historical CSI and its location, learning window size / time correlation matrix size for auto-regression based prediction),
· Note: the same prediction algorithm to be used for the benchmark scheme.
· Benchmark schemes
· Description of feedback schemes, i.e., Rel-18 doppler eT2
· Whether/how spatial consistency is modelied
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 
· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) Modelling of phase discontinuity

Conclusion
For multi-vendor results table, adopt Rel-18 Table 4 for joint training and Rel-18 Table 5 for separate training as starting point, with the same additions of above 2 agreements.

Conclusion
For model generalization results table, adopt Rel-18 Table 2 and Generalization Case 1 / 2 / 3 as starting point with same additions above. For generalization aspects, adopt the following
· Various UE speed
· UE distribution
· Various CSI-RS periodicity
Conclusion
For model scalability results table, adopt Rel-18 Table 3 and Generalization Case 1 / 2 / 3 as starting point with same additions above. For generalization aspects, adopt the following
· Various numbers of antenna ports
· Various frequency granularity
· Various payload size

Conclusion:
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.
Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.
Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 
Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset




In this document, we discuss the advantages and disadvantages of different types of training for a two-sided AI/ML-based model implemented for CSI feedback compression and reconstruction and address the data collection and the CSI prediction using one-sided AI/ML model.
Different Types of Training a Two-sided Model
[bookmark: _Toc146613016]A two-sided AI/ML model for CSI compression and decompression comprises one encoder and one decoder at the UE-side and the NW-side, respectively. Training the AI/ML model may be performed jointly at the same time or separately. Also, the training of the UE-side and the NW-side of the AI/ML model may be implemented at the same or different entities. Therefore, there are three types of offline training for a two-sided AI/ML model which are referred to as Type 1, 2, and 3. 
In Figure 1, the joint two-sided model training at a single training entity is shown. As discussed in the previous meetings, the training of the AI/ML model is assumed to be implemented at the training entity. The training entity can be at the UE-side, NW-side, or any 3rd party entity. Type 1 has three phases: data collection from the UE, model training at the training entity, and model transfer to the UE and the NW. 
In Figure 2, the joint and separate two-sided model trainings at two separate training entities are shown for Type 2 and Type 3. For Type 2, after the data collection from the UE, two vendors corresponding to the UE and the gNB, design in a joint training mode the encoder and decoder. During the training, data exchange is required between these two training entities. One disadvantage of Type 2 is that the two training entities need to exchange data and side information during the training. An advantage of Type 2 is that revealing the model structure to the other side is not needed.
Type 3 training refers to the training scenario, where the UE-side and NW-side models are trained separately by different entities. While there is no collaboration during the training, some coordination is necessary outside the training process to ensure that the UE-side and NW-side models are compatible. 
As mentioned before, Type 3 is more flexible than the Type 2 approach because there is no need for any collaboration during the training phase.
Unlike Type 2 training, since each model is trained by a different entity, there is no need to disclose the model structure. As the UE-side and NW-side models are trained separately, the engineering effort of adding a new UE type or new UE-side vendor is contained and does not need to propagate to other vendors even if the NW-side or UE-side perform a common model on both sides.
Similar to the Type 2 approach, there is no need that the inputs to the UE-side model are provided to the training entity of the NW-side model.
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Regarding Type-3 training mechanism, the following agreements were reached in the previous meetings [2].

	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
-	Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
-	Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
-	Step3: UE side trains the UE side CSI generation part based on the received set of information
-	Other Type 3 NW-first training approaches are not precluded 
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
-	Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
-	Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
-	Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
-	Other Type 3 UE-first training approaches are not precluded
Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization. 
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model/, consider at least the following aspects when comparing different options:
o	Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
o	Performance.
o	Interoperability and RAN4 / testing related aspects.
o	Feasibility.



The above-mentioned agreements describe one possible example for each of the UE-first and NW-first Type-3 training method. However, it is worth noting that Type-3 training is not limited to the two examples mentioned in the agreement. For instance, another approach for the NW-first approach may be as follows. In step 1, the NW trains the NW-side CSI reconstruction part which is not utilized for inference. In step 2, the NW-side trains the NW-side generation part and the NW-side reconstruction part jointly. Similar procedure can be applied for the UE-first training approach. Obviously, this approach is still under the category of Type-3 training, because for training the NW-side, the UE is not required to collaborate with the NW. 
In the following, we discuss how Type-3 can be used for the extendibility when a new UE or a new gNB is added. Extendibility refers to the concept of training a new UE-side model compatible with a NW-side model which is already performed. For example, assume the trained encoder of the UE-side model at the UE with index asand the trained decoder at the NW-side model at the network with index  as . The extendibility problem is how a new UE should be trained such that it is still compatible with the current NW-side models. 
UE-first approach:
Due to the UE-first assumption, in this case, beside  and , the  UE side node also has a trained nominal decoder model, e.g., . Therefore, the new added UE can be trained as follows.
1. Each of the NW nodes, e.g., the  NW node, generates a set of data samples, where each sample is a pair of input/output as  where 
1. The new UE node collects all the generated samples   from the NW nodes and uses them to train a local decoder model, e.g.,  such that generates the same output as  for the same input. 
1. After training the local decoder , the new UE node collects data of the input of the encoder and output of the decoder i.e.,  where  in order to train a new encoder  such that the output of the whole two-sided model is the same as the collected output data from the NW node i.e., , while the decoder is fixed. 
1. Finally, the trained is the encoder model that the new UE node should use, which is compatible with the current decoders of the NW-side models.
Observation 1: In Type-3 training method, when UE-first approach is applied, by collecting appropriate data from the NW nodes, it is possible to train the new encoder of the new UE to be compatible with the current NW-models. 
NW-first approach:
Similar to the UE-first approach, in the NW-first approach a nominal encoder is available at the NW-side which can be used for training the new added UE.  Due to the NW-first assumption, in this case, beside  and , the  NW-side node also has a trained nominal encoder model, e.g., . Therefore, the new added UE can be trained as follows.
1. Each of the NW nodes, e.g., the  NW node, generates a set of samples, where each sample is a pair of input/output  where 
2. The new UE node collects all the generated samples  from the NW nodes and uses them to train a local decoder model, e.g., .
3. After training the local decoder , the new UE node collects data of the input of the encoder and output of the decoder i.e.,  where  in order to train a new encoder  such that the output of the whole two-sided model is the same as the collected output data from the NW node i.e., .
4. Finally, the trained is the encoder model that the new UE node should use, which is compatible with the current decoders of the NW-side models.
Observation 2: In Type-3 training method, when NW-first approach is applied, by collecting appropriate data from the NW nodes, it is possible to train the new encoder of the new UE to be compatible with the current NW-models. 
The advantages and disadvantages of the three types are summarized in Table 1, where the positive and negative points are marked in green and red, respectively. In our point of view, training will not be part of RAN1 specifications, because training will be performed between UE-vendors and gNB-vendors outside 3GPP. Therefore, we think it is not necessary to spend so much time discussing the training collaboration level.
Table 1: Comparison of different types of offline training
	Type of training
	Type 1- UE side
	Type 1 – NW side
	Type 1 – 3rd party
	Type 2 
	Type 3 – NW first
	Type 3 – UE first

	UE-processing compatibility
	No issues
	UE vendor assistance required for UE compatibility
	UE and gNB vendors assistance required
	No issues (UE-vendor trained)
	UE and gNB vendors assistance required
	No issues (UE-vendor trained)

	Encoder-decoder compatibility
	Trained at one side
	Trained at one side
	Trained at one side
	Jointly trained
	Separately trained
	Separately trained

	Logistics of AI model design
	Design by a single vendor, high complexity at UE-side

	Easy (training at single entity)
	Easy (training at single entity)
	Harder (vendor pairings needed for AI model development)
	Easy (independent training regardless of encoder-decoder pairing)
	Easy (independent training regardless of encoder-decoder pairing)

	Logistics of AI model training
	No issues
	Training data exchange is necessary (UE vendors need to exchange training data with
	Training data exchange is necessary
	Harder (vendor  pairs need to exchange training data)
	Harder (vendor  pairs need to exchange training data)
	Harder (vendor  pairs need to exchange training data)

	Revealing proprietary information
	NW vendor may need to reveal some implementation info to UE vendor for decoder design
	Some proprietary information may be revealed by UE side vendor to NW vendor for designing UE-compatible encoder
	Some proprietary information may be revealed by UE
	Some proprietary information may be revealed between pairing vendors
	No revealing of proprietary information is required
	No revealing of proprietary information is required

	Performance guarantees

	Possible
	Possible
	Possible
	Possible
	Hard to guarantee due to higher chances of encoder-decoder mismatch
	Hard to guarantee due to higher chances of encoder-decoder mismatch

	Whether training data distribution can match the inference device

	Conditional and restricted, with assisted information from UE for device (group) specific model.
	Yes
	Yes
	Possible
	Conditional, with assisted information from UE
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use
	Not support
	Not Support
	Support
	Not Support
	Support
	Support using procedures other than the example UE-first procedure

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not Support
	Not Support
	Not Support
	Not Support
	Support using procedures other than the example NW-first procedure
	Support



To summarize, the following observations are obtained based on the above discussions and the results provided in [5].
Observation 3: If the confidentiality of the details of the two-sided model is crucial, which means the UE or gNB vendors concern about revealing their data and/or implementation to each other, Type 3 is the only applicable option.
Observation 4: Some of the AI models, which require joint training, cannot be implemented using separate training, therefore Type 3 or any separate training method does not outperform the joint training approaches e.g., Type 1, 2. 
Proposal 1: In CSI compression using two-sided model use case, use Table 1 to capture the pros/cons of training collaboration Type 1, Type 2 and Type 3. 
3. Model Monitoring in Two-sided AI/ML Models
An important functionality of AI/ML model monitoring is to detect the performance degradation of the model. Hence, we propose that AI/ML model monitoring has fault detection and management capabilities. The detail here is that we can define the inference operation of a deployed model in the 3GPP framework as “fault-free” when the model performance is adequate and as “faulty” when the model performance degrades. For example for CSI feedback, when the channel environment changes such that the AI model was not trained for, the compression and decompression do not perform correctly, such a fault must be detected. The following terminologies are defined [4].
· Fault: a specific problem caused by the performance degradation of the AI/ML model. For example, in CSI feedback compression, the NMSE of the channel estimates increase.
· Fault indication: signs that could imply the existence of a fault. For example, a mismatch between the statistics of input data in the AI/ML model during inference and the training data for the specific AI/ML model, could indicate a problem on the model’s performance.
· Fault type or root cause of a fault: the underlying reason a fault is observed. For example, we have a blockage or reflections in the radio environment and the AI/ML model’s performance degrades, as it is not trained for this. 
We define a “Fault Detection” function, which is responsible to determine if there are any indications for the presence of a fault (AI/ML model performance degradation) and a “Fault Diagnosis” function that attempts to determine the root cause of the problem, a “fault type,” and recommend – when possible – the best course of action to mitigate its effects on the system performance. 
The main components, as well as the flow of execution in the monitoring and fault processing framework are shown in Figure 3. The functionality is as follows. The Fault Detection module observes and records specific aspects of the AI/ML model to detect signs of degrading performance (called fault indicators) e.g., when the NMSE measured for the channel estimates are not low enough. Once such a sign is detected (e.g., the input data statistics in inference deviate further than a threshold value/limit compared to the statistics of the training data), an alarm is raised, and all the relevant data are forwarded to the Fault Diagnosis module. The Fault Diagnosis module analyzes the available data regarding the fault indication – along with relevant data from other analytics of the Fault Detection module. With the analysis, it determines the potential type of fault. If a fault is detected but the nature of the fault cannot be determined, the system switches to a safe, fallback function (e.g., performing a non-AI CSI compression methods such as Type II CSI). The output of this module is a report with all information on the specific Fault type along with a recommendation on a course of action to mitigate the effects of the detected fault type.
[image: Shape
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[bookmark: _Ref127222508]Figure 3 High-level overview of the Monitoring and Fault Management Framework [4]
Observation 5: AI/ML monitoring requires access to specific information of the AI/ML model, like its intended functionality, expected input and output distributions, threshold values to detect divergence from nominal operation, etc. 
Observation 6: For some aspects of functionality-based LCM where models might not be identified in the network, this information will potentially not be made available to external AI/ML monitoring.
For two-sided models, that primarily utilized for CSI feedback enhancements, the AI/ML monitoring requirements become more stringent. As different possible training types (Type 1, 2 and 3) are envisioned for these types of models, the monitoring entity requirements in each case would vary. For example, in Type 1 training, where there is one training entity for joint training of both UE-side and NW-side, based on the transmitted CSI from the UE to the gNB, if any fault or mismatch is detected by the NW, a fault detection signal is sent to the training entity. Afterwards, both AI sides are informed, and the model is updated. To successfully monitor the two-sided model and detect a valid fault, the information about the decoder or at least a version of the decoder is required. In addition, the NW node may be informed about the encoder performed at the UE-side by a model ID or functionality-based data exchanges. Therefore, it is more realistic to assume that the fault detection is performed at the NW-side, as indicated in Figures 4 and 5, where case 1 represents Type 1 and case 2 corresponds to Type 2, 3 training methods. 
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In case 2, there are two training entities corresponding to the UE-side and the NW-side. As shown in Figure 5, if a fault in the AI model is detected at the gNB based on the CSI report, the gNB-training entity is informed to update the model. Depending on the type of training (Type 2 or Type 3) joint or separate model update is inferred at NW-side and UE-side vendors. Among the different types of the two-sided model training, Type 3 network-first model training has a potential challenge in CQI (channel quality index) evaluating and reporting. In this type of training, the UE is not aware of the implemented decoder at the NW-side. Therefore, some side-information should be exchanged between the UE and the gNB to calculate the CQI. This information may be included in the monitoring phase. 

Proposal 2: For the two-sided model for the CSI feedback or CSI prediction use cases, the gNB monitors the performance of the AI model and detects possible faults based on the CSI report from the UE. 

4. Data Collection
In the previous meetings the following agreements are obtained.
	UE side data collection:
-	Enhancement of CSI-RS configuration to enable higher accuracy measurement.
-	Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
-	The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
-	Signalling for triggering the data collection
NW side data collection:
-	Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
-	Contents of the ground-truth CSI including:  
-	Data sample type, e.g., precoding matrix, channel matrix etc.
-	Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
-	Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
-	Latency requirement for data collection
-	Signalling for triggering the data collection
-	Ground-truth CSI report for NW side data collection for model performance monitoring, including: 
-	Scalar quantization for ground-truth CSI
-	Codebook-based quantization for ground-truth CSI
-	RRC signalling and/or L1 signalling procedure to enable fast identification of AI/ML model performance
	Aperiodic/semi-persistent or periodic ground-truth CSI report
-	Ground-truth CSI format for model training, including scalar or codebook-based quantization for ground-truth CSI. The number of layers for which the ground-truth data is collected, and whether UE or NW determine the number of layers for ground-truth CSI data collection, are considered.




Since the UE measures the received signals from the gNB, it is the first and only entity to calculate CSI samples based on the CSI-RS configuration. After the measurements, the UE may decide about the CSI type, quantization, and applicable pre-processing before sending data to the other entity (gNB as the CSI feedback or to the other UE vendor). 
The NW-side data collection relies on collecting the CSI samples reported from the UE. A server at the gNB obtains the measured CSI samples from a UE’ server, or the gNB collects the measured CSI samples from the UE using the air interface. The first approach which the data is obtained from a UE’ server, does not rely on 3GPP signalling, and therefore it does not need to be further discussed. The second option uses 3GPP signalling using the air interface and needs to be discussed within 3GPP. For NW-side data collection using the air interface, it is natural that the gNB establishes the data collection procedure. However, when disregarding UE’s capability such as computational power, and storage budget, the procedure may not be applicable at the UE or UE’s vendor. Therefore, we believe even in a gNB-centric data collection framework, the UE should provide the NW with a range of possible options for various aspects for the data collection procedure including but not limited to types of input CSI, types of assistant information, quantization parameters, periodicity of data collection, and maximum amount of data collected per period.
Proposal 3: If the NW is collecting the data for training, the UE should provide the NW node with essential information about the configuration of data e.g., type of the CSI included in the data, quantization parameters, how often the data should be collected, etc.
Another issue for NW-side data collection is the significant overhead which degrades the overall network performance as it decreases the throughput and increases the latency. This issue can be re-solved if the gNB itself measures the CSI using SRS and determines the downlink CSI from the uplink CSI samples. 
Data collection requirements vary for different functions in the model LCM based on required data size, Ground Truth Label (GTL) availability and GTL quality requirements. The requirements for different cases are compiled in Table 2. For offline and (near-) real-time monitoring, there are approaches that do not require GTLs and approaches that utilize them. In our view, not all monitoring functions would require high-quality GTLs. 
To validate a model before the first use, a large dataset size is not crucial in our view. Instead, it is important to test the model under different radio environment conditions that would reflect both typical and infrequent situations.
[bookmark: _Ref139904790]Table 2: Data size and quality requirements for different LCM processes [4]
	LCM Process
	Data size requirements
	Ground Truth Label Required
	Ground Truth Label data quality requirements

	Model Training
	High
	Yes
	High

	Model Fine-tuning 
	Low
	Yes
	High

	Model Inference
	Low
	No
	N/A

	Offline Monitoring
	Med
	No
	Med/High1

	Online Monitoring
	Low
	No/Yes
	Low/Med/High1

	Model validation before first use
	Med
	Yes
	High

	1 Depends on Alarm indicators from the Fault Detection and Diagnosis functionality 


Observation 7: Not all LCM functions necessitate high-quality ground truth label data.
Proposal 4: The signaling/configuration for data collection should include a quality requirement/threshold for the ground truth labels. If such requirement is not guaranteed to be met, then data collection should not be initiated.
Both data collection for training and data collection for model validation (i.e., after the activation but before its first use) have similar requirements. The question here is how to ensure a sufficient data coverage for training or validation, i.e., to ensure that the input data covers events that do not frequently occur, since both collecting data or activating the model for a long period of time adds unnecessary complexity to the UE.
Observation 8: Simply collecting all data for training or activating/using the model for monitoring for a long period of time is time-consuming and adds unnecessary complexity to the UE.
Observation 9: To train a robust and generalizable UE-side, NW-side or two-sided AI/ML model, as well as to verify the correct operation (after identification but prior to its first active use) of such a model, input data with sufficient coverage of both nominal operation and of events that do not frequently occur are required. 
When collecting training data, a mechanism should be in place to ensure that there is enough data coverage. In addition, the same mechanism should identify when enough data in a specific part of the input space is gathered and collect no further data there. This way, the complexity and signaling overhead of the data collection mechanism is not “wasted” in collecting data that offer no new information. In other words, data collection resources will not be dedicated on data that provides no new information (e.g., collecting similar data during nominal operation conditions), but will be triggered once the radio environment or the channel changes, due to events that do not frequently occur. If the training data contains information on these situations, then the AI/ML inference entity (UE) – or several UEs in different locations, depending on the model – can be given these patterns as queries. Once any UE detects the pattern, data can be collected for the model training or validation process. This dynamic data collection process also requires the availability of high-quality ground-truth labels for training or validating the model performance. A solution for this problem is obtaining high-quality ground truth labels obtained through landmark detection.
Observation 10: To ensure sufficient input data coverage during verification of a UE-side or two-sided AI/ML model after identification but prior to its first active use, it is possible that the UEs capable of performing this validation are given specific patterns of input data (and/or side information) as queries to look for. Once such patterns are detected, data collection for the model validation process is triggered.
In order to obtain a trained model with efficient applicability the statistics of the dataset used for training is important. The statistics of the training dataset, itself, depends on the conditions of the node that has measured the samples of the dataset. One model can be trained using several datasets aiming that it can be used for all different conditions under which the data/samples of the datasets have been collected. Therefore, more complete information regarding the conditions/additional conditions under which the samples of a datasets have been collected can be helpful in determining the applicability of an AI/ML model. Note that the conditions of each sample are use-case dependent and it can depend on even the status of a node other than the node performing the measurement. For example, when collecting CSI samples at a UE, the parameters of both UE and gNB affect the statistics of the collected samples. For example, it can depend on the number of UE and gNB antenna ports, polarization and antenna spacing of the UE and gNB antenna, the environment that the UE is located.   
For two-sided models, that primarily utilized for CSI feedback enhancements, the AI/ML monitoring requirements become more stringent. As different possible training types (Type 1, 2 and 3) are envisioned for these types of models, the monitoring entity requirements in each case would vary. For example, in Type 1 training, where there is one training entity for joint training of both UE-side and NW-side, based on the transmitted CSI from the UE to the gNB, if any fault or mismatch is detected by the NW, a fault detection signal is sent to the training entity. Afterwards, both AI sides are informed, and the model is updated. To successfully monitor the two-sided model and detect a valid fault, the information about the decoder or at least a version of the decoder is required. In addition, the NW node may be informed about the encoder performed at the UE-side by a model ID or functionality-based data exchanges. Therefore, it is more realistic to assume that the fault detection is performed at the NW-side, as indicated in Figures 4 and 5, where case 1 represents Type 1 and case 2 corresponds to Type 2, 3 training methods. 
Fault detection signal
gNB
UE
Training entity
CSI report
Figure 4: Model monitoring case 1
Model update
1. CSI report
2.Fault detection signal
gNB
UE
UE-side Training entity
Figure 5: Model monitoring case 2
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In case 2, there are two training entities corresponding to the UE-side and the NW-side. As shown in Figure 5, if a fault in the AI model is detected at the gNB based on the CSI report, the gNB-training entity is informed to update the model. Depending on the type of training (Type 2 or Type 3) joint or separate model update is inferred at NW-side and UE-side vendors. Among the different types of the two-sided model training, Type 3 network-first model training has a potential challenge in CQI (channel quality index) evaluating and reporting. In this type of training, the UE is not aware of the implemented decoder at the NW-side. Therefore, some side-information should be exchanged between the UE and the gNB to calculate the CQI. This information may be included in the monitoring phase. 

Proposal 5: For the two-sided model for the CSI feedback or CSI prediction use cases, the gNB monitors the performance of the AI model and detects possible faults based on the CSI report from the UE.
5. Conclusions
Based on the above discussions, we have the following observations about the training types and data collection as well as model performance monitoring and the proposals for improvement. 
Observation 1: In Type-3 training method, when UE-first approach is applied, by collecting appropriate data from the NW nodes, it is possible to train the new encoder of the new UE to be compatible with the current NW-models. 
Observation 2: In Type-3 training method, when NW-first approach is applied, by collecting appropriate data from the NW nodes, it is possible to train the new encoder of the new UE to be compatible with the current NW-models. 
Observation 3: If the confidentiality of the details of the two-sided model is crucial, which means the UE or gNB vendors concern about revealing their data and/or implementation to each other, Type 3 is the only applicable option.
Observation 4: Some of the AI models, which require joint training, cannot be implemented using separate training, therefore Type 3 or any separate training method does not outperform the joint training approaches e.g., Type 1, 2. 
Observation 5: AI/ML monitoring requires access to specific information of the AI/ML model, like its intended functionality, expected input and output distributions, threshold values to detect divergence from nominal operation, etc. 
Observation 6: For some aspects of functionality-based LCM where models might not be identified in the network, this information will potentially not be made available to external AI/ML monitoring.
Observation 7: Not all LCM functions necessitate high-quality ground truth label data.
Observation 8: Simply collecting all data for training or activating/using the model for monitoring for a long period of time is time-consuming and adds unnecessary complexity to the UE.
Observation 9: To train a robust and generalizable UE-side, NW-side or two-sided AI/ML model, as well as to verify the correct operation (after identification but prior to its first active use) of such a model, input data with sufficient coverage of both nominal operation and of events that do not frequently occur are required. 
Observation 10: To ensure sufficient input data coverage during verification of a UE-side or two-sided AI/ML model after identification but prior to its first active use, it is possible that the UEs capable of performing this validation are given specific patterns of input data (and/or side information) as queries to look for. Once such patterns are detected, data collection for the model validation process is triggered.
Proposal 1: In CSI compression using two-sided model use case, use Table 1 to capture the pros/cons of training collaboration Type 1, Type 2 and Type 3. 
Proposal 2: For the two-sided model for the CSI feedback or CSI prediction use cases, the gNB monitors the performance of the AI model and detects possible faults based on the CSI report from the UE. 

Proposal 3: If the NW is collecting the data for training, the UE should provide the NW node with essential information about the configuration of data e.g., type of the CSI included in the data, quantization parameters, how often the data should be collected, etc.
Proposal 4: The signaling/configuration for data collection should include a quality requirement/threshold for the ground truth labels. If such requirement is not guaranteed to be met, then data collection should not be initiated.
Proposal 5: For the two-sided model for the CSI feedback or CSI prediction use cases, the gNB monitors the performance of the AI model and detects possible faults based on the CSI report from the UE.
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