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1 Background
In RAN#102, a new work item on NR NTN Phase 3 was agreed [1], including the following objective:
Uplink Capacity/Throughput Enhancement for FR1-NTN [RAN1, RAN2, RAN4]
· Study then specify, if beneficial, DFT-s-OFDM PUSCH enhancements via Orthogonal Cover Codes (OCC)
· Determine the achievable capacity improvement to be targeted taking into account realistic impairments (e.g. Doppler, time variation, phase distortion, etc)
· Specify necessary signalling, if needed 
· Update RF requirements accordingly, if needed
· Note: The study can consider orthogonal cover codes across OFDM symbols, across slots, and/or within an OFDM symbol.
· Note: the study phase is targeted to be completed by RAN#104
· Notes for this objective:
· The enhancement is not targeting improvements/impacts of MU-MIMO capability
· The enhancement is not targeted to PUSCH DMRS
· No enhancement for initial access
· Enhancements to PRACH are not in scope.
· This feature may be applicable for UEs operating in terrestrial networks based on a common design

In RAN1#116, the following was agreed:
Agreement
· Adopt the table below for assumptions for Evaluation parameters for link level evaluation in NR NTN UL capacity and throughput enhancements
	Parameter
	Value

	Channel model
	· NTN-TDL-C Rural, 30° elevation angle

	Carrier frequency
	· 2 GHz

	Subcarrier spacing
	· 15 kHz

	UE speed
	· 3 km/h

	Frequency hopping 
	· No frequency hopping

	PUSCH mapping type A with
	· 14 OS- for OCC across slots including DMRS 

	HARQ configuration 
	· No HARQ

	Channel coding
	· LDPC

	TBS
	Reported by companies, e.g.
· ≈184 bits payload @AMR 4.75kbps96 bits @Low data rate

	DMRS configuration / port / bundling
	1 port per UE
Reported by companies
· DMRS positions for single-symbol DMRS and optional double-symbol DMRS for PUSCH mapping type A defined in Table 6.4.1.1.3-3 and Table 6.4.1.1.3-4 respectively with ld=14, l0=2 and pos1 in [38.211].
· up to 8 DMRS Ports
Optional DMRS Bundling

	PRBs/MCS
	Reported by companies, e.g. 
· 1 PRB, 2 PRBs
· MCS in Table 6.1.4.1-2 in [TS 38.214]

	Max repetition number
	· Reported by companies – up to 20 for VoIP, up to 32 for low data rates

	OCC length 
	Reported by companies, e.g.
·  Up to 8

	OCC sequence
	Reported by companies, e.g.
· Walsh sequences in Table 6.3.2.6.3-1 in TS38.211
· DFT sequence in Table 6.3.2.6.3-2 in TS38.211

	Antenna configuration at Satellite
	· 1Rx

	Antenna configuration at UE
	· 1Tx



Agreement
· Adopt the table below for assumptions for modelling impairments for link level evaluation in NR NTN UL capacity and throughput enhancements
	Parameter
	Value

	TO
	Reported by companies
· With TO: Uniform selection from [-0.94us, 0.94us], where 0.94us=29Ts
· Optional without TO

	FO
	Reported by companies
· Uniform selection from [-0.1 ppm, +0.1 ppm], Variation of frequency error is negligible.
· Optional: with lower maximum residual FO, to be reported by companies

	Timing drift 
	Optional

	Receiver algorithm
	To be reported by companies, e.g.
· MMSE

	Channel estimation
	· Real channel estimation



Agreement
· Adopt the table below for assumptions for KPIs for link level evaluation in NR NTN UL capacity and throughput enhancements
	Parameter
	Value

	Number of code-division multiplexed users
	Reported by companies (up to 8)

	KPI – SNR for a target BLER per UE
	As in Rel-18 (otherwise reported by companies)
· VoIP: SNR @2% BLER
· For other cases: SNR @10% BLER

	KPI - Aggregated throughput
	Reported by companies
Total throughput according to number of code-division multiplexed users (up to 8)
Note: companies should also report the throughput for the case without OCC



In RAN1#116b, the following was agreed:
[bookmark: _Hlk164098130]Agreement
Support OCC for PUSCH in Rel-19 NR NTN:
· At least PUSCH with Type A repetition
· FFS PUSCH without Type A repetition for intra-symbol and/or inter-symbol cases
· At least code length 2 or 4, FFS code length 8 
· FFS: number of RBs
· Potential OCC techniques listed below are for further down-selection:
· Inter-slot time-domain OCC with PUSCH repetition Type A 
· Inter-symbol(s) time domain OCC 
· Intra-symbol pre-DFT-s OCC (comb-like structure as in PUCCH format 4)
· Combinations of OCC techniques
· TBoMS for OCC techniques is FFS

Agreement
RAN1 to at least further study the potential specification aspects on OCC techniques:
· TBS calculation / Rate matching
· UCI multiplexing
· RV cycling across repetitions
· Frequency hopping, e.g. intra /inter slot
· OCC indication/configuration
· Power control
· FFS others aspects
In this contribution, we present our views on further details for NTN uplink capacity enhancements.
2 Motivation
In NTN systems, most of the users of the system will operate in low SNR conditions. To be able to close the link, repetitions are applied to the different physical channels.
Although the use of repetitions allows a single user to successfully deliver a transport block to the gNB, it comes at the cost of network resources: a low-SNR UE needing 32 repetitions to transmit a single transport block will use 32 times more network resources than a high-SNR UE needing a single repetition (assuming same bandwidth allocation). Equivalently, a network supporting a population of low-SNR UEs will be able to support 32 times less users than one of high-SNR UEs. This capacity reduction, however, is not a fundamental limitation, as we will see next.
Using the NR coding chain, under a sufficiently large number of repetitions, the UE will exhaust the circular buffer and the same coded bits will be transmitted multiple times. The repetition of a given bit does not affect the coding rate, but increases the SNR seen by that given bit. For instance, if the full circular buffer is repeated X times, the coding rate will be still 1/5 (rate of the mother code), but the SNR of each bit will be increased by 10log10 (X) dB. The same increase in SNR per bit can be achieved (without a degradation in performance under ideal conditions) by reducing the equivalent bandwidth of the UE by a factor of X and, therefore, increasing the multiplexing capability by a factor of X.
A similar insight can be derived theoretically from the Shannon capacity formula, albeit assuming idealized conditions (infinite codeword length, Gaussian codes, etc.). In low SNR it is possible to reduce the equivalent bandwidth of a single user without impacting its performance. From Shannon’s capacity formula, the achievable bitrate (in nats/s) is:

where P is the received signal power,  is the power spectral density of the noise, and  is the bandwidth.
At low SNR values, it is well known that the capacity does not depend on the bandwidth W and is asymptotically approximated by  . In practice, this means a user needing many repetitions (low SNR) would not be affected by a reduction in its bandwidth. Equivalently, the same amount of bandwidth (e.g. 180kHz) would be able to support more users. Adding more users to the system will increase the total throughput, since more power is added to the system (each user will be transmitting at maximum power).
Although the theoretical reasoning above is based on the bandwidth of a signal, they are also applicable to any technique that reduces the degrees of freedom of the channel (or orthogonal channel uses).

3 Assessment of proposed techniques
3.1 Techniques to evaluate for link-level simulations
We evaluate the following schemes based on the agreements in RAN#116b, with descriptions for these schemes in [1, 2]
1. Intra-symbol pre-DFTS OCC: “comb-like” structure (from [1])
2. Cross-slot OCC (from [1])
3. Cross-symbol OCC with spreading factor (SF) of 2 and pre-DFT-s OCC (comb structure) with SF4 – Comb 4x2 (from [2])
4. Overloading with orthogonal DMRS
All the schemes except overloading with orthogonal DMRS have been covered in previous contributions. We explain next this scheme and, for the sake of completeness, we also reproduce in this contribution the description of scheme 3 (cross-symbol OCC 2 + comb-4).
Overloading with orthogonal DMRS:
In this scheme, multiple users transmit in the same time and frequency resources without using orthogonal cover codes. Interference management for this scheme is done through scrambling, which is different for different transmitting UEs. The DMRS is still orthogonal between UEs in this scheme (same as all OCC schemes). At the gNB, each UE is demodulated treating the other UEs as noise. This scheme relies on low coding rate + scrambling to “average out” the interfering UEs (and the noise) for a successful decoding. Overloading can be realized by current specifications without any change, just relying on the gNB giving the same time-frequency allocation to multiple users. The rationale behind using this scheme is that, at very low SNRs, the interference power between UEs would be much smaller than the thermal noise, and therefore it should not be a limiting factor. For instance, for a given SNR per UE (in the presence of thermal noise only):

If two UEs with the same  are allocated in the same frequency and time resources, the resulting SINR for either UE would be 

In the low SNR regime,  and therefore . For instance, for  the SINR is . In this regime, “overloading” the time-frequency resources results in negligible performance difference (0.4dB).
Since the overloading scheme does not rely on orthogonalizing the users, there is no degradation expected in the presence of impairments like timing offset, timing drift and frequency error. The performance of overloading is expected to deteriorate when the SNR (and corresponding signal power P) is increased or when the number of users increases, since in that regime it no longer holds that  ( would include the total interference power summed across UEs) and interference will start dominating the performance.
Cross symbol OCC + comb-4:
In this scheme, we combine two of the agreed schemes to achieve a spreading factor of 8:
· Comb-4 (by pre-DFTs-OCC with spreading factor of 4) is used within a symbol.
· In addition, cross-symbol OCC with spreading factor of 2 is used across two consecutive symbols.
This is the same structure as the DMRS for DFTs-OFDM for 8 ports. The rationale behind this spreading scheme is that it performs the spreading over a very limited timespan (2 symbols), which improves the performance in the presence of CFO. Figure 1 depicts this scheme:
[image: ]
Figure 1 Combination of comb-4 with symbol-level OCC with SF2 to obtain a multiplexing capability of 8 UEs
 

3.2 Evaluation of all schemes across all scenarios 

Based on the parameters agreed in RAN1#116, we evaluate all the aforementioned schemes for the following set of scenarios:
1. With 2 and 4 UEs multiplexed, plus 8 UEs for Comb+TD-OCC 4x2
2. For low data rate (LDR, TBS = 96) @ 10% BLER and VoIP (TBS = 184) @ 2% BLER
3. For different number of repetitions R = {2,4,8,16,20}. Note that lower number of repetitions means operating SNRs are high and vice versa.
4. All the scenarios above are simulated with and without impairments (CFO, timing offset and timing drift)
In line with the agreed simulation methodology, all these cases will be compared to a baseline of a single UE with no OCC. Based on this comparison, we will calculate degradation loss w.r.t no OCC for each scheme and each scenario. 
The results for different schemes in all scenarios have been listed in Appendix I in Table 1 for the case without impairments, and in Table 2 for the case with impairments. In these tables, we report:
· In the “baseline” column, the absolute SNR for the case of single UE with no OCC, which serves as a benchmark for the degradation under OCC.
· In the remaining columns, and for each scheme, the degradation loss (i.e., the loss with respect to the “baseline” column). We do not report absolute SNR for the OCC schemes to reduce the size of the tables, but it can be readily obtained by adding the “baseline” column to the corresponding degradation loss. Entries highlighted in red indicate that the degradation is more than 1dB with respect to baseline.
By comparing Table 1 and 2, we observe that comb-based OCC schemes and overloading are not severely impacted by impairments while cross-slot OCC’s performance is impacted by impairments (mainly CFO). The “OCC span” (i.e., time separation in the time domain) can be used to explain this degradation: for the cross-slot case, the OCC span is one slot whereas the span for comb 4x2 case is one OFDM symbol and for pre-DFTS comb, the span is smaller than one OFDM symbol. This increased OCC span for cross-slot OCC scheme means that impairments like CFO severely degrade the orthogonality of OCC which impacts interference cancellation capabilities of OCC.
Observation 1: Pre-DFTS comb, overloading and Cross-symbol OCC with SF2 and pre-DFT-s OCC (comb structure) with SF4 are robust to all impairments. Cross-slot OCC is impacted most by impairments – mainly CFO.
We summarize the performance of different schemes across different scenarios with all impairments in Fig 2. A green entry in figure means that a scheme with – a given number UEs multiplexed at a given data rate operating at a target BLER for given number of repetitions – is within 1 dB of baseline case (single UE, no multiplexing).
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Description automatically generated] Figure 2 Performance of different schemes for different scenarios. A green highlighted entry corresponds to the case where degradation loss w.r.t baseline is < 1 dB


We now analyze detailed performance based on Fig 2 and Table 2.
At lower SNRs (R = {20,16}), all comb-based OCC schemes (including Comb 4x2) have a degradation loss of less than 1 dB. This means that the system capacity can be increased by a factor of 8 (Comb 4x2) without significant loss. This can be explained by relatively low channel coding rate even after doing OCC and robustness of these schemes to impairments. 
At higher SNRs (R = {8,4,2}) for a fixed TBS, the performance of all OCC-based schemes suffers because of increased coding rate. This is because the coding rate increases by a factor of number of UEs multiplexed (for a fixed TBS). At higher operating SNRs, fewer repetitions are used, and the coding rate will increase based on the number of UEs multiplexed, leading to performance degradation of OCC schemes.
Overloading with orthogonal DMRS can support 2 UEs with LDR at lower SNRs (R = {20,16}). The overloading scheme breaks down as we go to higher operating SNRs/ if we multiplex more UEs because the system becomes dominated by interference and the BLER curves start to floor. 
Cross-slot OCC can multiplex 2 UEs until 8 repetitions at a higher BLER tolerance and low coding rate (LDR case). Cross-slot OCC performance becomes worse as the spreading factor (number of UEs multiplexed) is increased. This is because of the increased “OCC span” for cross-slot OCC and increased coding rate, as discussed before. In fact, it can be seen from Table 2 that cross-slot OCC with 4 UEs has a similar performance to that of overloading with orthogonal DMRS. This means that doing cross-slot OCC offers a similar performance to “overloading” (no OCC)– since the interference canceling capabilities of cross-slot OCC are severely impacted by CFO. 
Observation 2: 
· Pre-DFTS comb-based OCC schemes (including comb + symbol-level OCC) can offer up to 8x multiplexing gains at lower SNRs while 2x gains at higher SNRs for different payload sizes and different target BLERs, within 1 dB degradation loss. For a fixed payload size, these schemes undergo performance loss as available resources (repetitions) are reduced due to increased coding rate.
· Overloading schemes can get 2x multiplexing gains at lower SNRs and higher target BLERs, within 1 dB degradation loss. The performance of these schemes saturates as number of multiplexed users is increased and/or as operating SNR is increased (systems become interference limited).
· Cross-slot OCC can get 2x multiplexing gains at lower SNRs and higher target BLERs, within 1 dB degradation loss. The performance of cross-slot OCC is similar to overloading because of CFO impacting interference cancellation capability (orthogonality) of OCC.

3.3 Semi-analytical simplified evaluation
In this section, we develop a semi-analytic approach to approximate the performance degradation under different scenarios and impairments. Although this is a very simplified evaluation (with respect to the full-blown link level simulation above), it gives some intuition on the performance of different OCC schemes. No fading is incorporated into this approach, and aspects such as rate matching or coding rate are not incorporated.
This semi-analytical approach relies on calculating the post-processing SINR that a given symbol would experience after de-OCC: 
· A perfect OCC with spreading factor  would completely cancel the interference and provide a signal boost of  (while reducing the coding rate by the same factor, which is not taken into account in this analysis). 
· For imperfect OCC (due to e.g. non-orthogonal scrambling or presence of impairments), there will be additional interference due to the loss of orthogonality. We perform MonteCarlo simulations over the frequency errors (and, in the case of pseudo-random scrambling, over the scrambling sequence):
The MATLAB code used to generate the following plots can be found in Appendix II.
In Figure 3 we show the CDF of the postprocessing SINR with OCC-2 at -10 and -5 dB SNR. If we take the 2% point of the CDF (equivalent to the BLER target for VOIP), we observe the following:
· At -10dB SNR, the cross-user interference is negligible, so the performance of all schemes is within 1dB of the perfect OCC. Symbol-level OCC offers virtually the same performance of perfect OCC, while random scrambling (“overloading”) and slot-level SNR have a 0.6dB and 0.8dB loss.
· At -5dB SNR, the differences between schemes become more apparent. While symbol-level OCC still offers the same performance as perfect OCC, random scrambling has a ~2.1dB loss with respect to perfect OCC, and slot-level OCC has a ~1.7dB loss with respect to perfect OCC.
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Figure 3 CDF of postprocessing SINR for OCC length of 2, different schemes, -10dB SNR (left) and -5dB SNR (right)
In Figure 4 we show the loss in postprocessing SNR at the 10% point of the CDF (BLER for LDR) for different SNR values and OCC lengths of 2 and 4. We observe that:
· While the degradation of slot-level OCC is small at low SNRs, the performance improvement with respect to “random scrambling” is minimal, especially for OCC-4.
· At higher SNRs, the degradation of slot-level is not acceptable.
· Symbol level OCC offers good performance across all SNRs, with a slight degradation (~0.4dB) observed at 0dB SNR for OCC4.
[image: ] [image: ]
Figure 4: SNR loss at 10% of the CDF for OCC-2 (left) and OCC-4 (right)

In view of the above analysis, based on both link level simulations and semi-analytical approach we make the following proposal:
Proposal 1: Support the following schemes for PUSCH OCC:
· Inter-symbol time domain OCC with spreading factor of 2
· Intra-symbol pre-DFT-s OCC (comb-like structure as in PUCCH format 4) with spreading factor of up to 4.
· Both techniques can be simultaneously applied to achieve a spreading factor of 8.

4 Specification aspects
3.1 Bandwidth limitation
In RAN1#116b, it was discussed whether to limit the number of allocated PRBs when using OCC, which resulted in the following FFS (highlighted):
Agreement
Support OCC for PUSCH in Rel-19 NR NTN:
· At least PUSCH with Type A repetition
· FFS PUSCH without Type A repetition for intra-symbol and/or inter-symbol cases
· At least code length 2 or 4, FFS code length 8 
· FFS: number of RBs
· Potential OCC techniques listed below are for further down-selection:
· Inter-slot time-domain OCC with PUSCH repetition Type A 
· Inter-symbol(s) time domain OCC 
· Intra-symbol pre-DFT-s OCC (comb-like structure as in PUCCH format 4)
· Combinations of OCC techniques
· TBoMS for OCC techniques is FFS

Although there seemed to be consensus among companies that using OCC with large PRB allocation does not provide any gain, it was argued that this should be a scheduling decision at the gNB and not specified. We disagree with this statement.
OCC for PUSCH is a new feature introduced quite late in the lifecycle of NR. Since Rel-15, the hardware and processing in products have been optimized to accommodate increasing data rates while keeping low area and power consumption. The addition of OCC to the encoding chain of PUSCH is a non-trivial modification (from implementation point of view). Having to perform OCC “at the envelope” (i.e., without limiting the number of PRBs, modulation order, etc.) would require to overdimension the UE hardware and processing to accommodate spreading + OCC with very large allocations, or to have to run the hardware at higher clock rates (with the corresponding increasing power consumption) to meet the timeline requirements. In the absence of specification limitations, the UE will need to be more complex and/or increase its power consumption to accommodate cases for which there is no capacity benefit. 
For more than 1 PRB allocation, the same multiplexing capability can be realized by first reducing the PRB allocation down to 1 PRB, and then applying OCC within the 1 PRB (e.g. applying OCC-4 for 2 PRBs would be equivalent to applying OCC-2 to two different allocations of 1 PRB). Therefore, we make the following proposal.
Proposal 2: OCC schemes can only be applied when the number of allocated PRBs is 1.
3.2 Other aspects
One FFS from the previous meeting is whether OCC should be supported with TBoMS. In our view, and similar to the case of PUSCH with type A repetition, PUSCH with TBoMS and repetitions should also be supported. Therefore, we make the following proposal:
Proposal 3: OCC is supported for TBoMS at least for the case of repetitions
For DG-PUSCH, the enablement of OCC should follow the regular procedures in NR: the feature is enabled by RRC, and after this configuration the DCI may indicate which codeword is to be used by the UE. Note that dynamic signaling of the codeword is desirable to allow dynamic pairing of UEs based on e.g. data arrival, power imbalance, etc.
Proposal 4: For DG-PUSCH:
· The OCC feature is enabled/disabled by RRC.
· FFS: Details (e.g. parameters to be configured)
· The OCC codeword is indicated dynamically in DCI.
· FFS: Details (e.g. whether explicit or implicit)
Other aspects related to OCC may depend on the specific OCC scheme agreed. We propose to defer these aspects until RAN1 concludes on the details of the OCC scheme.
Proposal 5: Other aspects (rate matching / TB calculation / FH / etc.) are postponed until RAN1 concludes on the specific OCC scheme(s) to be specified.


5 Summary
In this contribution we presented our views on uplink capacity enhancements for NR NTN. We made the following observations and proposals:
Observation 1: Pre-DFTS comb, overloading and Cross-symbol OCC with SF2 and pre-DFT-s OCC (comb structure) with SF4 are robust to all impairments. Cross-slot OCC is impacted most by impairments – mainly CFO.

Observation 2: 
· Pre-DFTS comb-based OCC schemes (including comb + symbol-level OCC) can offer up to 8x multiplexing gains at lower SNRs while 2x gains at higher SNRs for different payload sizes and different target BLERs, within 1 dB degradation loss. For a fixed payload size, these schemes undergo performance loss as available resources (repetitions) are reduced due to increased coding rate.
· Overloading schemes can get 2x multiplexing gains at lower SNRs and higher target BLERs, within 1 dB degradation loss. The performance of these schemes saturates as number of multiplexed users is increased and/or as operating SNR is increased (systems become interference limited).
· Cross-slot OCC can get 2x multiplexing gains at lower SNRs and higher target BLERs, within 1 dB degradation loss. The performance of cross-slot OCC is similar to overloading because of CFO impacting interference cancellation capability (orthogonality) of OCC.

Proposal 1: Support the following schemes for PUSCH OCC:
· Inter-symbol time domain OCC with spreading factor of 2
· Intra-symbol pre-DFT-s OCC (comb-like structure as in PUCCH format 4) with spreading factor of up to 4.
· Both techniques can be simultaneously applied to achieve a spreading factor of 8.


Proposal 2: OCC schemes can only be applied when the number of allocated PRBs is 1.

Proposal 3: OCC is supported for TBoMS at least for the case of repetitions

Proposal 4: For DG-PUSCH:
· The OCC feature is enabled/disabled by RRC.
· FFS: Details (e.g. parameters to be configured)
· The OCC codeword is indicated dynamically in DCI.
· FFS: Details (e.g. whether explicit or implicit)

Proposal 5: Other aspects (rate matching / TB calculation / FH / etc.) are postponed until RAN1 concludes on the specific OCC scheme(s) to be specified.


6 Appendix I: Complete set of results

	
	 
 
 
 
 
 
 
 
	Baseline No OCC
	Overloading with orthogonal DMRS
	Comb 4X2 (8 UEs)
	Pre DFTS Comb
	Cross-slot OCC

	
	
	SNR @ 10% BLER

	SNR @ 2% BLER
	Degradation w.r.t single UE (baseline no OCC) in dB at the operating BLER

	 
	
	TBS = 96

	TBS = 184
	TBS = 96,2 UEs
	TBS = 184, 2 UEs
	TBS = 96,4 UEs
	TBS = 184, 4 UEs
	TBS = 96
	TBS = 184
	TBS = 96,2 UEs
	TBS = 184, 2 UEs
	TBS = 96,4 UEs
	TBS = 184, 4 UEs
	TBS = 96,2 UEs
	TBS = 184, 2 UEs
	TBS = 96,4 UEs
	TBS = 184, 4 UEs

	20 reps
	
	-10.00
	-5.00
	-0.04
	2.04
	1.39
	>6
	0.26
	0.73
	-0.17
	0.27
	-0.04
	0.30
	-0.13
	0.27
	-0.07
	0.31

	16 reps
	
	-9.03
	-3.64
	0.40
	2.22
	1.68
	>6
	0.10
	0.61
	-0.53
	-0.08
	-0.23
	0.02
	-0.27
	-0.14
	-0.23
	0.03

	8 reps
	
	-6.07
	-0.31
	1.11
	>9
	5.49
	>9
	0.84
	1.93
	-0.45
	-0.25
	0.09
	0.39
	-0.17
	-0.32
	0.06
	0.47

	4 reps
	
	-3.04
	2.52
	3.23
	>10
	>15
	>10
	2.86
	N/A
	0.20
	0.69
	0.81
	1.96
	0.22
	0.64
	0.81
	1.98

	2 reps
	
	0.15
	6.15
	>17
	>12
	>17
	N/A
	N/A
	N/A
	0.54
	1.40
	2.48
	N/A
	0.55
	1.51
	N/A
	N/A


Table 1: Performance analysis of different schemes for different scenarios without impairments.



	
	 
 
 
 
 
 
 
 
	Baseline No OCC
	Overloading with orthogonal DMRS
	Comb 4X2 (8 UEs)
	Pre DFTS Comb
	Cross-slot OCC

	
	
	SNR @ 10% BLER

	SNR @ 2% BLER
	Degradation w.r.t single UE (baseline no OCC) in dB at the operating BLER

	 
	
	TBS = 96

	TBS = 184
	TBS = 96,2 UEs
	TBS = 184, 2 UEs
	TBS = 96,4 UEs
	TBS = 184, 4 UEs
	TBS = 96
	TBS = 184
	TBS = 96,2 UEs
	TBS = 184, 2 UEs
	TBS = 96,4 UEs
	TBS = 184, 4 UEs
	TBS = 96,2 UEs
	TBS = 184, 2 UEs
	TBS = 96,4 UEs
	TBS = 184, 4 UEs

	20 reps
	
	-10.00
	-5.00
	0.00
	2.09
	1.69
	>6
	0.40
	1.00
	0.03
	0.35
	0.14
	0.41
	0.34
	1.35
	1.68
	8.00

	16 reps
	
	-9.03
	-3.64
	0.71
	2.58
	2.19
	>6
	0.40
	0.95
	-0.04
	0.00
	0.04
	0.26
	0.29
	1.37
	2.00
	>8

	8 reps
	
	-6.07
	-0.31
	1.45
	>9
	6.25
	>9
	1.19
	2.48
	0.05
	-0.17
	0.32
	0.69
	0.71
	4.84
	8.73
	>8

	4 reps
	
	-3.04
	2.52
	3.59
	>10
	>15
	>10
	3.63
	N/A
	0.42
	1.06
	1.13
	2.60
	1.78
	>5
	>11
	>5

	2 reps
	
	0.15
	6.15
	>17
	>11
	>17
	N/A
	N/A
	N/A
	0.89
	2.10
	3.30
	N/A
	6.46
	>6
	N/A
	N/A


Table 2: Performance analysis of different schemes for different scenarios with all impairments.

7 Appendix II: MATLAB code for semi-analytical approach
close all

%Initialization of variables
slotSNR = [];
perfectOCCSNR = [];
randomScramblingSNR = [];
symbolSNR = [];

%SNRs to evaluate (these are SNRs before OCC)
snr = -10:1:0;

%Set of OCC lengths to evaluate. Needs to be power of 2
OCCLength = [2, 4];

%Number of MonteCarlo sims per {snr, OCC} pair
niter = 10000;

%Maximum frequency offset (in Hz)
maxFO = 200;

%If this flag is set to 1, a figure is created for every pair {snr, OCC}
%including the CDF of the postprocessing SINR.
plotIndividualCDF = 0;

%Percentile of the CDF that is plotted. Should be roughly selected
%according to the desired error rate (e.g. 0.1 for LDR, 0.02 for VOIP)
percentileError = 0.02;
    
for iOCC = 1:length(OCCLength)
    lossesSlotSNR = zeros(1,length(snr));
    lossesRandomScramblingSNR = zeros(1,length(snr));
    lossesSymbolSNR = zeros(1,length(snr));

    for iSNR=1:length(snr)
          
        slotSNR = zeros(1,niter);
        perfectOCCSNR = zeros(1,niter);
        scramblingSNR = zeros(1,niter);
        randomScramblingSNR = zeros(1,niter);
        symbolSNR = zeros(1,niter);
        for iNiter=1:niter

            %% Perfect OCC
            % SNR is boosted by 10log10*(spreadingFactor)
            perfectOCCSNR(iNiter) = 10^(snr(iSNR)/10) * OCCLength(iOCC);
           
            %% Slot level OCC (Hadamard)
            H = 1/sqrt(OCCLength(iOCC)) * hadamard(OCCLength(iOCC));
            for iUser = 1:OCCLength(iOCC)   % Add frequency errors, random per UE
                cfo(iUser) = 2*maxFO*rand(1,1) - maxFO;
                H(iUser,:) = H(iUser,:) .* exp(1j*2*pi*cfo(iUser)*1e-3*(0:(OCCLength(iOCC)-1)));
            end
            
            crossTalk = H*H';
            % We just take the 1st UE for the SNR calculation for
            % simplicity
            slotSNR(iNiter) = 1 / (10^(-snr(iSNR)/10)/OCCLength(iOCC) +  sum(abs(crossTalk(1,2:end)).^2) );

            %% Symbol level OCC
            % The only difference wrt Slot level OCC is that we scale the
            % phase term by the  OFDM symbol duration (1ms/14) instead of
            % slot duration (1ms)
            
            H = 1/sqrt(OCCLength(iOCC)) * hadamard(OCCLength(iOCC));
            for iUser = 1:OCCLength(iOCC)  % Add frequency errors, random per UE
                cfo(iUser) = 2*maxFO*rand(1,1) - maxFO;
                H(iUser,:) = H(iUser,:) .* exp(1j*2*pi*cfo(iUser)*1e-3/14*(0:(OCCLength(iOCC)-1)));
            end
            
            crossTalk = H*H';
            % We just take the 1st UE for the SNR calculation for
            % simplicity
            symbolSNR(iNiter) = 1 / (10^(-snr(iSNR)/10)/OCCLength(iOCC) + sum(abs(crossTalk(1,2:end)).^2) );

            %% Pseudo-random scrambling with matched filter 
            % The rows of the scrambling matrix H will not be orthogonal
            % anymore. This tries to simulate the pseudo-random
            % non-orthogonal scrambling performed over coded bits at low
            % coding rates
            
            
            H = 1/sqrt(OCCLength(iOCC)) * (2*round(rand(OCCLength(iOCC)))-1);
            for iUser = 1:OCCLength(iOCC) % Add frequency errors, random per UE
                cfo(iUser) = 2*maxFO*rand(1,1) - maxFO;
                H(iUser,:) = H(iUser,:) .* exp(1j*2*pi*cfo(iUser)*1e-3*(0:(OCCLength(iOCC)-1)));
            end
            
            
            crossTalk = H*H';
            % We just take the 1st UE for the SNR calculation for
            % simplicity
            randomScramblingSNR(iNiter) = 1 / (10^(-snr(iSNR)/10)/OCCLength(iOCC) +sum(abs(crossTalk(1,2:end)).^2) );

            
          
        end

        if plotIndividualCDF %plot per {snr, occ} if enabled
            figure            
            semilogx(linspace(0,1,length(perfectOCCSNR)),10*log10(perfectOCCSNR),'b')
            hold on
            [A,B] = ecdf(10*log10(slotSNR));
            plot(A,B,'k')
            [A,B] = ecdf(10*log10(randomScramblingSNR));
            plot(A,B,'g')
            [A,B] = ecdf(10*log10(symbolSNR));
            plot(A,B,'r--')
            legend('Perfect OCC','Slot-level OCC','Random Scrambling','Symbol level OCC')
            xlabel("Probability postprocessing SNR < y")
            ylabel("y")
            grid on    
            title(sprintf('SNR %g OCC %g',snr(iSNR),OCCLength(iOCC)))
        end

        %% Save statistics for this SNR point
        x = sort(slotSNR/perfectOCCSNR(1));
        lossesSlotSNR(iSNR) = x(round(length(x)*percentileError));
        x = sort(randomScramblingSNR/perfectOCCSNR(1));
        lossesRandomScramblingSNR(iSNR) = x(round(length(x)*percentileError));
        x = sort(symbolSNR/perfectOCCSNR(1));
        lossesSymbolSNR(iSNR) = x(round(length(x)*percentileError));
    end

    %plot overall losses
    figure
    plot(snr, 10*log10(lossesSlotSNR),'k');
    hold on
    plot(snr, 10*log10(lossesRandomScramblingSNR),'g');
    plot(snr, 10*log10(lossesSymbolSNR),'r--');
    legend('Slot-level OCC','Random Scrambling','Symbol level OCC')
    grid on
    xlabel('SNR (dB)')
    ylabel('SNR loss vs perfect OCC (in dB)')
    title(sprintf('OCC %g',OCCLength(iOCC)))
end
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