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[bookmark: _Ref5850594]Introduction
The Rel-18 study on AI/ML Air Interface [1] has been concluded. The study has been captured into the Technical Report TR 38.843 [2]. Based on the Rel-18 study outcome, at RAN #102, and a new Work Item on artificial intelligence/machine learning for NR air interface has been approved in [3], with the following objectives briefly summarized for beam management:
 
Provide specification support for the following aspects:
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2.
In this contribution, we discuss various aspects of the above-mentioned goals for the beam management use case. 


Ensuring consistency between training and inference for UE-side models

Let us consider the following aspects from the Rel-18 SI [1] as well as the WID [3], highlighting the importance of ensuring consistency between training and inference regarding NW-side additional conditions for UE-side AI/ML models.

	[bookmark: _Hlk100867512]Observation (RAN1 #113)
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, consistency / association of Set B beams and Set A beams across training and inference is beneficial from performance perspective.
· Note: Whether specification impact is needed is a separate discussion.



	WID for AI/ML for air interface (RAN #102)	
Provide specification support for the following aspects:
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· [bookmark: _Hlk156468404]Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 



We structure this section in the following manner. First, we identify what the NW-side additional conditions are for the BM use case that need to be consistent, and second, we discuss how we can ensure this consistency. We believe such a two-step approach of first identifying “what” needs to be consistent and then discussing “how” consistency can be ensured can facilitate the discussions compared to the approach of directly talking about consistency, in which case questions will naturally rise about what needs to be consistent.


What needs to be consistent across training and inference?
Let us first review the agreement from RAN1 #116-bis on the consistency of NW-side additional conditions across training and inference.

	Agreement (RAN1 #116-bis)
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 



We structure this section in the following manner. First, we discuss what NW-side additional conditions are for the beam prediction use case, and then, we try to focus on the first FFS of Opt1 in the agreement above, i.e., what UE can assume with the same associated ID across training and inference.



[bookmark: _Ref166196939]NW-side additional conditions for beam prediction

As a first step in this direction, we should identify NW-side additional conditions that impact consistency of UE-side AI/ML models across training and inference. These aspects have been summarized in Table 1.

Table 1 Categorization of NW-side additional conditions for UE-side models
	NW-side additional conditions for UE-side models

	Logical characteristics of gNB beams: 
e.g.) Set B and Set A indexing/ordering across training and inference
	Physical characteristics of gNB beams:
e.g.) beam shapes of Set B beams and Set A beams across training and inference



In Section 2.3, we discuss the scope of consistency for NW-side additional conditions, and our focus in this section is to identify and elaborate on NW-side additional conditions. Now, we expand what we discussed in Table 1 and discuss what needs to be consistent with regards to NW-side additional conditions, and in particular aspects related to input (Set B) and output (Set A) of AI/ML models. For UE-side AI/ML models, various levels of consistency should be ensured for Set A and Set B beams across training and inference. Here are these various levels explained in more detail:

· [bookmark: _Hlk142474751]Order/indexing consistency: UE shall use L1-RSRP with respect to a resource index (RI) associated with Set B, e.g., SetB-RI =𝑚 to determine input value with respect to the 𝑚th input feature, across training & inference; UE shall use L1-RSRP with respect to a resource index (RI) associated with Set A, e.g., SetA-RI= as label with respect to the 𝑛th output feature during training, and use value from the 𝑛th output feature to derive prediction results with respect to SetA-RI =𝑛 during inference. In the context of wide-to-narrow beam prediction, SetB-RI and SetA-RI would correspond to SSBRI and CRI, respectively. This is applicable to both sub-use cases of spatial beam prediction, namely wide-to-narrow beam prediction and Set B subset of Set A, as well as temporal beam prediction. Order/indexing consistency is illustrated in Figure 1.
· Beam shape consistency: Relative pointing direction and beamwidth difference between physical beams with respect to two resources should be under predefined tolerances, across two Set B resource sets for training and inference, as well as across two Set A resource sets for training and inference.
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[bookmark: _Ref158756757]Figure 1 Consistency of Set A and Set B beams across training and inference




Based on the discussion above, the following proposal states what needs to be consistent across training and inference with regards to Set A and Set B beams:

[bookmark: _Hlk166198379]Proposal 1 
[bookmark: _Hlk131693068]For beam prediction for UE-side AI/ML models, consider the following aspects to ensure consistency between training and inference regarding NW-side additional conditions (with regards to Set A, Set B consistency) for inference at UE 
· Order/indexing consistency: consistency in ordering of resources (e.g., resource index consistency) for Set B beams and Set A beams, across training and inference.
· [bookmark: _Hlk163135987][bookmark: _Hlk163139468][bookmark: _Hlk165974212]Beam shape consistency: For each Set A resource, the difference between pointing direction and beamwidth of the physical beam associated with that Set A resource during training compared to pointing direction and beamwidth of the physical beam associated with that same Set A resource during inference should be under predefined tolerances. Similarly, for each Set B resource, the difference between pointing direction and beamwidth of the physical beam associated with that Set B resource during training compared to pointing direction and beamwidth of the physical beam associated with that same Set B resource during inference should be under predefined tolerances.

Now that we have identified what needs to be consistent, we investigate the issue of consistency through the lens of what UE can assume with the same associated ID across training and inference, which is the focus of next subsection.
UE assumptions for the same associated ID across training and inference

We address the following FFS in this section.

	Agreement (RAN1 #116-bis)
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 



An important aspect of associated ID is what can be assumed by UE for the same associated ID across training and inference. Given the discussions in Section 2.1.1, the following can help in ensuring consistency across training and inference: For the same associated ID across training and inference, for each Set A resource, UE can assume that the same spatial TX filter has been utilized by gNB, across training and inference. Similarly, for each Set B resource, UE can assume that the same spatial TX filter has been utilized by gNB, across training and inference.

Proposal 2
For UE-side beam prediction, for the consistency of NW-side additional condition across training and inference, with regards to FFS on what can be assumed by UE with the same associated ID across training and inference:
· For the same associated ID across training and inference, for each Set A resource, UE can assume that the same spatial TX filter has been utilized by gNB, across training and inference. Similarly, for each Set B resource, UE can assume that the same spatial TX filter has been utilized by gNB, across training and inference.
· Note: a certain tolerance level can be considered for the spatial TX filter used in inference versus training.


How to ensure consistency across training and inference?
So far, we have discussed what NW-side additional conditions are, that need to be consistent across training and inference, as well as what UE can assume for the same associated ID across training and inference. In the remainder of this section, we discuss how to ensure such consistency, particularly with regards to Set B and Set A beams. To this end, let us review the agreement from RAN1 #116-bis which lists two possible methods for achieving consistency of NW-side additional conditions across training and inference for UE-side models.

	Agreement (RAN1 #116-bis)
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 



In the following, we discuss Opt1 in the agreement above, and elaborate on further details about the procedures related to associated ID and how it can ensure consistency of NW-side additional conditions across training and inference.

[bookmark: _Hlk158850613]Ensuring consistency via associated ID

To describe the methodology in this section, we frame the discussions in terms of the interactions between gNB vendor B and UE vendor A. When we refer to a gNB in the following, we mean a gNB from gNB vendor B, and when we refer to a UE, we refer to a UE from UE vendor A. In principle, for a given set of NW-side additional conditions (which are transparent to UE), gNB can initiate a data collection session (e.g., in response to a UE request, with UE indicating its preferences with regards to Set A and Set B) and it can assign an identifier, such as associated ID, to the data collection session, and a UE can collect data attributed to that associated ID. Now, during deployment and over time, whenever the same NW-side additional conditions hold true, gNB can signal the corresponding associated ID to UE, enabling UE to collect more data. The collected data over time for a given associated ID can be utilized at the UE side to train an AI/ML model, and once an AI/ML model has been sufficiently trained, UE can notify gNB that the AI/ML model is ready to be used for inference. Then, whenever the NW-side additional conditions during inference match the NW-side additional conditions during data collection for training, the corresponding associated ID is signalled from gNB to UE, so that UE can use the corresponding trained AI/ML model for that particular associated ID.

Now, in the following, we discuss what exactly needs to be consistent for a given associated ID: 

Data collection for training: Let us consider a UE-side AI/ML model whose inputs comprise of L1-RSRPs of 8 SSBs (as Set-B beams for training purposes) and outputs comprise of predicted L1-RSRPs of 32 CSI-RSs (as Set-A beams for training purposes). Particularly, this can be an AI/ML model for a wide-to-narrow beam prediction problem. In order to collect data for training such an AI/ML model, NW should configure the UE with a 1st SSB resource set, wherein the SSBRIs (from 1 to 8) are defined based on the entry-IDs associated with the respective SSBs associated with the SSB resource set, as well as a 1st CSI-RS resource set, wherein the CRIs (from 1 to 32) are defined based on the entry-IDs associated with the respective CSI-RSs associated with the CSI-RS resource set. The CSI-RSs in the 1st CSI-RS resource set would share identical periodicity as the SSBs in the 1st SSB resource set. UE may collect such L1-RSRPs regarding the SSBs and CSI-RSs across various time occasions and upload the data to an OTT server for offline model training. During model training, it is expected that the L1-RSRP regarding SSBRI= () from the 1st SSB resource set should be used to determine input value regarding the th input feature of the AI/ML model, and the L1-RSRP regarding CRI= () from the 1st CSI-RS resource set should be used to determine ground truth label associated with the th output feature of the AI/ML model. Such offline trained AI/ML model can then be downloaded back to the UE for future model inference.
· We can associate an associated ID with the above resource configuration for data collection, which would be used during inference as a reference to ensure consistency of NW-side additional conditions.

AI/ML inference: When NW-side additional conditions during inference match the ones during data collection for training, then the associated ID associated with those NW-side additional conditions can be indicated to the UE, so that UE can perform beam prediction using the trained model for the corresponding associated ID, and the consistencies we discussed in Section 2.1 can be ensured by gNB vendor B in the following manner:

· Order/indexing consistency: UE should use the L1-RSRP regarding SSBRI= () from the 2nd SSB resource set to determine input value regarding the th input feature and use the th output feature to derive prediction results regarding CRI= () from the 2nd CSI-RS resource set.
· Beam shape consistency: this includes pointing direction and beam width consistency as follows.
· For each Set A resource, the difference between pointing direction and beamwidth of the physical beam associated with that Set A resource during training compared to pointing direction and beamwidth of the physical beam associated with that same Set A resource during inference should be under predefined tolerances. Similarly, for each Set B resource, the difference between pointing direction and beamwidth of the physical beam associated with that Set B resource during training compared to pointing direction and beamwidth of the physical beam associated with that same Set B resource during inference should be under predefined tolerances.
Figure 2 illustrates the sequence of events for ensuring consistency across training and inference, for a given associated ID, and Figure 3 depicts how consistency of NW-side additional conditions can be ensured for a given associated ID.


[image: ]
[bookmark: _Ref166144945]Figure 2 Ensuring consistency via associated ID
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[bookmark: _Ref166145042]Figure 3 Ensuring consistency of NW-side additional conditions, through associated ID

For the method mentioned above, it is worth mentioning that the level of consistency across training and inference with regards to the beam shape may at least partially depend on the use case as well. For instance, for spatial beam prediction there may be tighter requirements for beam shape consistency compared to temporal beam prediction.

Now, let us consider Opt2 in the agreement cited in the beginning of this subsection, i.e., ensuring consistency via performance monitoring-based methods. As a toy example, let’s assume that NW side has two different gNB beam codebook configurations, CB1 and CB2. Let’s further assume that, without knowledge of gNB beam codebook configurations, UE-side develops multiple models, model 1, 2, 3, and 4, where each model is developed based on certain hypothetical gNB beam shape assumptions. Let’s assume that model 1 happens to work well for CB1 (perhaps because the hypothetical gNB beam shape assumed for model 1 training matches reasonably well with CB1), and model 2 happens to work well for CB2. Suppose that gNB is using CB1 during inference. Prior to inference, UE blindly tries all the 4 models and monitors their performance. UE finds out that model 1 works well. Then, UE proceeds with using model 1 during inference. Note here that there is no model identification; NW does not know the existence of the four models at UE, and the model numbers 1-4 are internal to the UE-side.

Obviously, this trial-and-error approach based on monitoring is inefficient, as it will incur overhead in terms of latency and UE power consumption. It’s also quite possible that none of the hypothetical gNB beam shapes UE used for model training matches with the actual gNB codebooks, in which case even the best model selected out of monitoring may have a poorer performance compared to the other solutions based on offline/over-the-air alignment or model transfer. Overall, the monitoring-based approach has serious feasibility concerns due to the above-mentioned downsides.

Further, it is important to highlight the distinction between Opt1 plus regular performance monitoring of UE-side AI/ML models and Opt2, which is ensuring consistency via performance monitoring. It is true that within Opt1 we can perform performance monitoring to assess the performance of AI/ML models, but that is very different from ensuring consistency via performance monitoring. 

Proposal 3
[bookmark: _Hlk166198511]For UE-side beam prediction, for the consistency of NW-side additional condition across training and inference, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B, support at least Opt1: Based on associated ID.


[bookmark: _Ref166196427]Scope of consistency
In this section, we discuss the dimensions along which the NW-side additional conditions discussed in Section 2.1 should be consistent. To this end, we consider the following:

· Consistency on a per-cell level: This means ensuring consistency across training and inference, in which the training and inference for a UE-side model takes place within the same cell. Through assigning the same associated ID across training and inference, gNB can ensure that the same set of NW-side additional conditions would be utilized during inference, as the ones that were used during training, within the same cell. In addition to the NW-side additional conditions mentioned in Section 2.1.1, another example of NW-side additional conditions that may impact the consistency in this context may be gNB down-tilt angle that may vary over time, and hence alter the effective beam shapes of Set B and Set A beams.
· Consistency across different cells: when we consider different cells, then we should factor in aspects such as implementation variation across different cells, different products across cells within an infra vendor or across infra vendors, while preserving NW-side proprietary information. Ensuring consistency across different cells can be very useful from the UE perspective, as it can significantly reduce UE’s efforts in finding a suitable AI/ML model in a target cell. Let us assume, as a toy example, that there are two cells whose NW-side additional conditions (at least with respect to UE assumptions on Set B/Set A beams) is the same. In the absence of associated IDs indicating that the two cells have the same NW-side additional conditions, UE-side will have to rely on trial-and-error based methods to figure out whether one model works for both cells. However, when such information (associated IDs indicating that the two cells have the same NW-side additional conditions) is provided to the UE’s data collection, UE-side would at least know that a single model will suffice, at least as far as the NW-side additional conditions are concerned. While this may not be a big deal for the toy example with two cells, the complexity of UE-side engineering will blow up as the number of cells increases. Moreover, if a given UE moves to a new cell for which no data has been collected yet, in the absence of associated consistency information from the second cell, UE will have to rely on trial-and-error based methods to try to identify an applicable AI/ML model that can be utilized during inference. However, when such information (associated ID) is provided to the UE in the new cell, UE would know which model would be applicable. The consistency in this context needs a closer look and analysis to identify methods that such consistency can be ensured.

Given the above explanations, we propose the following:

Proposal 4
[bookmark: _Hlk166198604]For UE-side beam prediction, for the consistency of NW-side additional condition across training and inference, study mechanisms to ensure consistency across different cells.
· Note: As a starting point, study mechanisms to ensure consistency on a per-cell level.

Enhancements related to AI/ML model inference

In this section, we consider AI/ML model inference, and explore air interface enhancements enabled by beam prediction.


Let us consider the following agreement from RAN1 #116, which is at least applicable for spatial beam prediction:

	Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.






FFS on beam information
For the predicted beams from Set A, the beam information on predicted Top-K beams refers to the beam indices of Top-K beams from Set A. Now, given the fact that Set A beams may not be based on RSs that are actually transmitted, methods to define and report such beam indices should be studied.

Proposal 5
For UE-side beam prediction, regarding FFS on beam information on predicted Top-K beams, conclude that such information includes beam indices from Set A.
· FFS: how UE reports such beam indices, considering the fact that Set A beams may not be based on RS’s that are actually transmitted.


FFS on down-selection among Option 3 and Option 4
With regards to Opt 4, as an example of confidence information, we can consider the standard deviation (std) associated with an L1-RSRP prediction. This information can be useful for gNB to evaluate the quality of RSRP prediction and make scheduling decisions accordingly. gNB may be interested in knowing the beams with a small std in prediction, such that gNB can be confident relying on the prediction to make scheduling decision. For instance, for traffic with high reliability requirement, gNB may try to schedule on beams with small std. On the other hand, beam IDs with large std in prediction may also be useful at the gNB side. For instance, gNB may schedule RS(s) to measure the actual RSRP(s) in case the std indicates the prediction(s) of the beams are not reliable.

Proposal 6
[bookmark: _Hlk166198715]For UE-side beam prediction, for content in the report of inference results, regarding FFS on potential down-selection among Option 3 and Option 4, support Option 4.

AI/ML performance monitoring

Three flavours of performance monitoring were agreed in Rel-18 SI [1], with regards to UE-side AI/ML models. The following text from TR38.843 discusses these flavours, and Figure 4 summarizes these approaches.

	From TR 38.843:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable
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[bookmark: _Ref166145157]Figure 4 Summary of three approaches for monitoring of UE-side AI/ML models agreed in Rel-18

In the remainder of this section, we first talk about the reference signals for performance monitoring in Section 4.1. There are two flavours for reference signals for performance monitoring: the first flavour is when the performance monitoring reference signals comprise entire Set A, per performance monitoring instance. In this case, UE can acquire the measurements from entire Set A, and the monitoring procedure and metrics can be defined accordingly. The second flavour for reference signals for performance monitoring is when performance monitoring reference signals are a subset of Set A, per performance monitoring instance. Here, we can no longer assume that UE will have access to all the beam measurements from Set A, and therefore, the follow-up procedures and metrics should be defined accordingly. Then, in Section 4.2, we introduce metrics for performance monitoring. For the proposed metrics in this document, we primarily assume the case in which UE can acquire the measurements from entire Set A. The metrics for cases in which performance monitoring reference signals are a subset of Set A, per performance monitoring instance, should also be studied as in some scenarios it may not be reasonable to assume that UE will have the measurements from entire Set A available. Finally, we briefly discuss performance monitoring reports at the end of the section.

Reference signal for performance monitoring
In all the agreed three flavours for performance monitoring we have “configuration/signalling from gNB to UE”. For UE-side performance monitoring we have “configuration/signalling from gNB to UE for performance monitoring” and for NW-side and hybrid performance monitoring, we have “configuration/signalling from gNB to UE for measurement and/or reporting”. As discussed in Rel-18, when UE-side AI/ML models are deployed in a certain environment, we should define a mechanism through which the performance of AI/ML models can be monitored. To achieve this goal, an indispensable part of this mechanism is transmission of some auxiliary reference signals (that span the entire Set A or subset(s) of Set A) that would enable the UE to compare the predictions with regards to Set A (prediction target set) to the actual measurements of beams from Set A. Such a performance comparison is highlighted in the following agreement from Rel-18 SI:

	Agreement (RAN1 #112bis-e)
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS:
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)
· Other alternative is not precluded



To illustrate a few examples for such auxiliary reference signals (reference signals from Set A) for performance monitoring, we consider different use cases and depict them in Figure 5. Each RS resource for performance monitoring (from Set A) is supposed to be transmitted based on the same spatial Tx filter as the corresponding beam that the UE is supposed to predict (e.g., the associated L1-RSRP fo that beam), wherein the beam and the RS resource for monitoring are associated with each other through separate gNB signalling. Such RS resources for monitoring can be configured per ServCell or per BWP. Each ServCell/BWP can be associated with one or multiple sets of auxiliary RS configurations, wherein each configuration includes at least a P/SP/AP NZP-CSI-RS resource set. For each performance monitoring instance, the auxiliary RSs may be composed of the entire Set A, or a subset of beams from Set A, which is what we discuss in the next two subsections. The details of how to signal such auxiliary RSs for monitoring that span entire Set A or a subset of beams from Set A needs to be discussed and specified. 
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[bookmark: _Ref166145618]Figure 5 Auxiliary reference signals (RSs from Set A) for performance monitoring

To facilitate the discussions in the remainder of the document, we introduce the terminology of performance monitoring set. For every performance monitoring instance, we call the set of performance monitoring reference signals as “performance monitoring set”. We illustrate this set in Figure 6 for a given performance monitoring instance. 

[image: ]
[bookmark: _Ref166145812]Figure 6 Illustration of performance monitoring set for a given performance monitoring instance
Performance monitoring reference signals comprise entire Set A, per performance monitoring instance
Let us consider temporal beam prediction as an example, as depicted in Figure 7. Depending on the size of Set A, it may be reasonable to assume that the reference signals available for performance monitoring (depicted in green in Figure 7) span the entire Set A, and UE can measure all of them. If that is the case, then it is reasonable to assume that UE will know the actual Top-K beam IDs as well as their predicted L1-RSRPs, and therefore computing inference error (in terms of performance monitoring metrics) is more straightforward as the UE does know the label measurements and therefore there’s no ambiguity in determining the actual best beams from Set A. In the next subsection, we consider the case in which for each performance monitoring instance, performance monitoring reference signals are only a subset of Set A. 

[image: ]
[bookmark: _Ref166146132]Figure 7 Performance monitoring set equal to Set A for performance monitoring instances

Performance monitoring reference signals are a subset of Set A, per performance monitoring instance

If the size of Set A is large (e.g., 128 or higher) it may not be reasonable to assume that the performance monitoring reference signals are going to span the entire Set A for all beam prediction monitoring instances. In such cases, only a subset of beams from Set A may be available as performance monitoring set, per performance monitoring instance. Even if the entire Set A is available for measurement, it may be unreasonable to ask UE to measure all of them to derive monitoring KPI due to complexity reason, in which case only a subset of Set A may be configured for performance monitoring. As an illustrative example, consider Figure 8 in which the performance monitoring reference signals (depicted in green) span the entire Set A across multiple consecutive performance monitoring instances in a round robin manner.

[image: ]
[bookmark: _Ref166146363]Figure 8 performance monitoring sets are subsets of Set A in each performance monitoring instance (span Set A in a round-robin manner)

Given the above discussions, we propose the following:

[bookmark: _Hlk158985783]Proposal 7
For beam prediction for UE-side AI/ML models, specify signalling details associated with transmission of reference signals for performance monitoring (that span entire Set A or subset of beams from Set A), helping UE to assess the performance of UE-side AI/ML models.
· FFS: Type of RS for performance monitoring purpose (periodic/semi-persistent/aperiodic)
· FFS: details of the case in which RS for performance monitoring is a subset of Set A (e.g., how to determine the subset, its variability over time, and the signalling details for indicating the corresponding subsets)

Now that we have discussed reference signals for performance monitoring, we investigate metrics for performance monitoring in the next subsection.


Metrics for performance monitoring
At least with regards to UE-assisted performance monitoring, one aspect that needs to be investigated is how to define metrics for inference error, based on different assumptions on the availability of reference signals for performance monitoring. As discussed in Section 4.1, RS for monitoring may span the entire Set A or only a subset of Set A, per performance monitoring instance. The implications of how to define a metric for monitoring the performance should be discussed for such cases. 

The following text from TR 38.843 shows the related agreements with regards to performance monitoring metrics.

	From TR 38.843:
For the performance monitoring of BM-Case1 and BM-Case2:
- Performance metric(s) with the following alternatives:
  - Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
  - Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
  - Alt.3: Performance metric based on input/output data distribution of AI/ML 
  - Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
- Benchmark/reference for the performance comparison, including: 
  - Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
  - Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)



In the remainder of this section, we discuss two metrics for performance monitoring, both based on the assumption that the performance monitoring set is equal to Set A, per performance monitoring instance.

Metric based on beam prediction accuracy

Let us consider a certain number of performance monitoring instances (total number of instances = ). We assume that the performance monitoring set is equal to Set A for all performance monitoring instances. We count the number of performance monitoring instances for which the following statement holds (number of instances for which he following statement holds = ).
· The highest measured L1-RSRP of Top-K predicted beams is within a margin of measured L1-RSRP of best measured beam ID from performance monitoring set

The above statement means that if we go with the best beam from Top-K predicted beams (e.g., after UE measures Top-K predicted beams and finds the best one having highest L1-RSRP), as long as the L1-RSRP of the best beam from Top-K predicted beams is within a margin compared to L1-RSRP of the best beam from Set A, then the performance degradation due to going with the best beam from Top-K predicted beams is deemed tolerable, compared to going with the actual best beam from Set A, and this is interpreted as a success event, as mentioned above. If we divide the number of performance monitoring instances for which the above statement holds () by the total number of performance monitoring instances (), we obtain the beam prediction accuracy metric with L1-RSRP margin.

A special case of the above metric is Top-1 beam prediction accuracy with L1-RSRP margin which can be a useful metric for assessing how good the Top-1 predicted beam is across  performance monitoring instances, by comparing the measured L1-RSRP of the Top-1 predicted beam to the measured L1-RSRP of the best beam from Set A for each performance monitoring instance.

Proposal 8
For UE-side beam prediction, when the performance monitoring set is equal to Set A for a set of performance monitoring instances, study the following metric for performance monitoring:
· Top-K beam prediction accuracy with L1-RSRP margin
· [bookmark: _Hlk166167221]Ratio of the number of performance monitoring instances for which the highest measured L1-RSRP of Top-K predicted beams is within a margin of measured L1-RSRP of best measured beam ID from Set A, to the total number of performance monitoring instances.
· [bookmark: _Hlk166110674]Note 1: “performance monitoring set” is the set of RSs that are to be measured for performance monitoring, per performance monitoring instance.
· Note 2: The above metric is at least applicable to Type 1 performance monitoring, Option 2 (UE-assisted performance monitoring).

Metric based on L1-RSRP difference

Like Section 4.2.1, in this section, we also assume that the performance monitoring set is equal to Set A for all performance monitoring instances. The metric proposed in Section 4.2.1, is computed by counting the number of performance monitoring instances for which a certain condition holds and dividing that to the total number of beam prediction instances. The metric proposed in this section, however, is a per-instance metric that is computed for each performance monitoring instance. In Section 4.3, we discuss the interplay between per-instance metrics and metrics computed over a window including multiple performance monitoring instances, at least from the perspective of performance monitoring reports.

The metric that we consider in this subsection (for each performance monitoring instance) is the L1-RSRP difference between measured L1-RSRP of Top-1 predicted beam ID from Set A and measured L1-RSRP of best measured beam ID from Set A. This metric is demonstrative of how much L1-RSRP degradation the UE will experience if it goes with the predicted best beam versus the actual best beam from Set A, for each performance monitoring instance.


Proposal 9
[bookmark: _Hlk166198825]For UE-side beam prediction, for a given performance monitoring instance in which the performance monitoring set is equal to Set A, study the following metric for performance monitoring:
· The L1-RSRP difference between measured L1-RSRP of Top-1 predicted beam ID from Set A and measured L1-RSRP of best measured beam ID from Set A, per performance monitoring instance.
· Note 1: “performance monitoring set” is the set of RSs that are to be measured for performance monitoring, per performance monitoring instance.
· Note 2: The above metric is at least applicable to Type 1 performance monitoring, Option 2 (UE-assisted performance monitoring).


Metrics based on availability of performance monitoring set 

[bookmark: _Hlk166184683]As mentioned above, in both Sections 4.2.1 and 4.2.2, it was assumed that the performance monitoring set is equal to Set A. It is important to note that if the performance monitoring set is a subset of Set A for performance monitoring instances, the metrics proposed in Sections 4.2.1 and 4.2.2 may not be applicable anymore. As an illustrative example, let us consider a sample performance monitoring instance depicted in Figure 9. As we see in the figure the inference outcome (which is Top-1 predicted beam in this case), is NOT within performance monitoring set. In this case, it would not be possible to compute the metric based on L1-RSRP difference proposed in Section 4.2.2. So, whether the performance monitoring set is equal to or a subset of Set A impacts metric calculations, and metric definition for the case in which the performance monitoring set is a subset of Set A is less straightforward, and needs to be investigated, as in practice it may not be reasonable to assume that the measurements from the entire Set A will be available within performance monitoring instances. 

[image: ]
[bookmark: _Ref166184200]Figure 9 Illustration of a case in which the Top-1 predicted beam is not within performance monitoring set

Observation 1: In practice it may not be reasonable to assume that the measurements from the entire Set A will be available within performance monitoring instances.

Observation 2: Whether the performance monitoring set is equal to or a subset of Set A impacts performance monitoring metric calculations, and metric definition for the case in which the performance monitoring set is a subset of Set A is less straightforward.

Proposal 10
[bookmark: _Hlk166198888]For UE-side beam prediction, study details of performance monitoring metrics based on availability of RS for performance monitoring (in particular when only a subset of Set A is measured for performance monitoring).


Performance monitoring report
Another important aspect is related to the performance monitoring report. For performance monitoring report, first we should determine what information is reported, which depends on the defined metric. In Section 4.2.1, we proposed a metric that was based on beam prediction accuracy which is computed for a given number of performance monitoring instances over a performance monitoring window, and in Section 4.2.2, we defined a per-instance metric based on L1-RSRP difference. We can define a representative metric over a performance monitoring window as a function of the per-instance metrics, and that representative metric can be at least part of the performance monitoring report content. Another aspect related to the performance monitoring report is how frequent it should be. Unlike UE prediction report carrying the results of UE-side beam prediction during inference, the performance monitoring report does not have as strict latency requirements. After assessing how frequent the performance monitoring report should be, the discussions will set the stage to determining the proper carrier for the performance monitoring reports.


Proposal 11
[bookmark: _Hlk166198929]For UE-side beam prediction, and for UE-assisted performance monitoring, study details of performance monitoring reports (contents, frequency of report, carrier), at least as a function of performance monitoring metrics.

Life-cycle management
We discuss several signalling aspects that were identified during Rel-18 SI, with regards to functionality-based LCM, and identify the relevant signalling aspects for the beam prediction use case.

Functionality-based LCM
In Rel-18, two LCM flavours were studied: functionality-based LCM, and model-ID-based LCM. We include the related agreements from Rel-18 SI in the following:

	Agreement (from RAN1 #112)
· For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
· FFS: Relationship between functionality identification and model identification
· FFS: Performance monitoring and RAN4 impact 
· FFS: detailed understanding on model



	Agreement (from RAN1 #112-bis-e)
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signalling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



During the inference phase, an important aspect which needs to be investigated is how a certain AI/ML functionality is identified for the beam prediction use case. A certain AI/ML functionality can be identified by being attributed to a corresponding CSI report setting. With that said, utilizing the existing CSI report framework (up to Rel-18) does not help in ensuring consistency of NW-side additional conditions across training and inference, for UE-side AI/ML models. At least the following items are required for ensuring consistency between training and inference regarding NW-side additional conditions that CANNOT be materialized by only relying on AI/ML functionality and using existing CSI report framework:
· Order/indexing consistency: consistency in ordering of resources (e.g., resource index consistency) for Set B beams and Set A beams, across training and inference.
· For each Set A resource, the difference between pointing direction and beamwidth of the physical beam associated with that Set A resource during training compared to pointing direction and beamwidth of the physical beam associated with that same Set A resource during inference should be under predefined tolerances. Similarly, for each Set B resource, the difference between pointing direction and beamwidth of the physical beam associated with that Set B resource during training compared to pointing direction and beamwidth of the physical beam associated with that same Set B resource during inference should be under predefined tolerances.
Now, let us consider the following in light of our discussions in Section 2.2, in which we described a procedure based on associated ID:

	Agreement (from RAN1 #114b)
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.



[bookmark: _Hlk163144887]The above agreement highlights the fact that functionality-based LCM and the model-ID concept are NOT mutually exclusive, and we can rely on model-ID to ensure the consistency issues we mentioned above within the framework of functionality-based LCM. To this end, the CSI report configuration identifying the AI/ML functionality needs to be accompanied by an identifier (e.g., associated ID). The methodology to ensure consistency of NW-side additional conditions across training and inference, utilizing associated ID, has been discussed in Section 2. This identifier (e.g., associated ID) can be signalled in the signalling associated with the CSI report (e.g., CSI report setting, MAC-CE activating semi-persistent CSI reports, CSI-AssociatedReportConfigInfo for aperiodic CSI reports). 

Now that we have discussed how an AI/ML functionality may be identified, let us consider the following agreement from Rel-18 SI:

	Agreement (from RAN1 #113)
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.



We need to characterize how an AI/ML model functionality may be activated/deactivated. The activation/deactivation may be a result of different LCM phases. For instance, as a result of performance monitoring, gNB may want to deactivate a certain AI/ML functionality, e.g., because the monitoring result shows poor performance. The above agreement highlights the fact that once a certain AI/ML functionality is identified (which is by associating to a corresponding CSI report setting), same or similar procedures may be used at least for activation/deactivation of the functionality. 

Activation of a certain AI/ML functionality can be enabled by the signalling associated with a CSI report (e.g., CSI report setting, MAC-CE activating semi-persistent CSI reports, CSI-AssociatedReportConfigInfo for aperiodic CSI reports). Upon the CSI report being active/inactive, the AI/ML functionality implicitly identified for the CSI report is considered to be activated/deactivated.

The following proposal addresses the issue of AI/ML functionality identification and activation/deactivation of AI/ML functionality.

[bookmark: _Hlk158985875]Proposal 12
For beam prediction of UE-side AI/ML models, support mechanisms to identify an AI/ML functionality by associating it to a CSI report setting (including reference signal configurations), wherein activation/deactivation of an AI/ML functionality is indicated by activation/deactivation of the associated CSI report setting option.

Conclusions
In this paper, we discussed signalling aspects related to beam prediction use case and made the following proposals and observation:

Proposal 1: For beam prediction for UE-side AI/ML models, consider the following aspects to ensure consistency between training and inference regarding NW-side additional conditions (with regards to Set A, Set B consistency) for inference at UE 
· Order/indexing consistency: consistency in ordering of resources (e.g., resource index consistency) for Set B beams and Set A beams, across training and inference.
· Beam shape consistency: For each Set A resource, the difference between pointing direction and beamwidth of the physical beam associated with that Set A resource during training compared to pointing direction and beamwidth of the physical beam associated with that same Set A resource during inference should be under predefined tolerances. Similarly, for each Set B resource, the difference between pointing direction and beamwidth of the physical beam associated with that Set B resource during training compared to pointing direction and beamwidth of the physical beam associated with that same Set B resource during inference should be under predefined tolerances.

Proposal 2: For UE-side beam prediction, for the consistency of NW-side additional condition across training and inference, with regards to FFS on what can be assumed by UE with the same associated ID across training and inference:
· For the same associated ID across training and inference, for each Set A resource, UE can assume that the same spatial TX filter has been utilized by gNB, across training and inference. Similarly, for each Set B resource, UE can assume that the same spatial TX filter has been utilized by gNB, across training and inference.
· Note: a certain tolerance level can be considered for the spatial TX filter used in inference versus training.

Proposal 3: For UE-side beam prediction, for the consistency of NW-side additional condition across training and inference, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B, support at least Opt1: Based on associated ID.

Proposal 4: For UE-side beam prediction, for the consistency of NW-side additional condition across training and inference, study mechanisms to ensure consistency across different cells.
· Note: As a starting point, study mechanisms to ensure consistency on a per-cell level.

Proposal 5: For UE-side beam prediction, regarding FFS on beam information on predicted Top-K beams, conclude that such information includes beam indices from Set A.
· FFS: how UE reports such beam indices, considering the fact that Set A beams may not be based on RS’s that are actually transmitted.

Proposal 6: For UE-side beam prediction, for content in the report of inference results, regarding FFS on potential down-selection among Option 3 and Option 4, support Option 4.

Proposal 7: For beam prediction for UE-side AI/ML models, specify signalling details associated with transmission of reference signals for performance monitoring (that span entire Set A or subset of beams from Set A), helping UE to assess the performance of UE-side AI/ML models.
· FFS: Type of RS for performance monitoring purpose (periodic/semi-persistent/aperiodic)
· FFS: details of the case in which RS for performance monitoring is a subset of Set A (e.g., how to determine the subset, its variability over time, and the signalling details for indicating the corresponding subsets)

Proposal 8: For UE-side beam prediction, when the performance monitoring set is equal to Set A for a set of performance monitoring instances, study the following metric for performance monitoring:
· Top-K beam prediction accuracy with L1-RSRP margin
· Ratio of the number of performance monitoring instances for which the highest measured L1-RSRP of Top-K predicted beams is within a margin of measured L1-RSRP of best measured beam ID from Set A, to the total number of performance monitoring instances.
· Note 1: “performance monitoring set” is the set of RSs that are to be measured for performance monitoring, per performance monitoring instance.
· Note 2: The above metric is at least applicable to Type 1 performance monitoring, Option 2 (UE-assisted performance monitoring).

Proposal 9: For UE-side beam prediction, for a given performance monitoring instance in which the performance monitoring set is equal to Set A, study the following metric for performance monitoring:
· The L1-RSRP difference between measured L1-RSRP of Top-1 predicted beam ID from Set A and measured L1-RSRP of best measured beam ID from Set A, per performance monitoring instance.
· Note 1: “performance monitoring set” is the set of RSs that are to be measured for performance monitoring, per performance monitoring instance.
· Note 2: The above metric is at least applicable to Type 1 performance monitoring, Option 2 (UE-assisted performance monitoring).

Observation 1: In practice it may not be reasonable to assume that the measurements from the entire Set A will be available within performance monitoring instances.

Observation 2: Whether the performance monitoring set is equal to or a subset of Set A impacts performance monitoring metric calculations, and metric definition for the case in which the performance monitoring set is a subset of Set A is less straightforward.

Proposal 10: For UE-side beam prediction, study details of performance monitoring metrics based on availability of RS for performance monitoring (in particular when only a subset of Set A is measured for performance monitoring).

Proposal 11: For UE-side beam prediction, and for UE-assisted performance monitoring, study details of performance monitoring reports (contents, frequency of report, carrier), at least as a function of performance monitoring metrics.

Proposal 12: For beam prediction of UE-side AI/ML models, support mechanisms to identify an AI/ML functionality by associating it to a CSI report setting (including reference signal configurations), wherein activation/deactivation of an AI/ML functionality is indicated by activation/deactivation of the associated CSI report setting option.
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