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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN#102, the new WID for AI/ML for NR air interface was finalized [1]. The WID describes additional study on CSI compression with the following objectives:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 



Up to RAN1#115, various agreements/conclusions related to study of AI/ML for CSI compression were reached and the detailed analysis and description of the study is summarized in TR 38.843 [2]. 
Further, up to RAN1#116bis, different agreements related to evaluation assumptions and inter-vendor collaborations were also reached [3].
[bookmark: _Hlk166253992]In this contribution, we provide our observations based on evaluation results related to T-S-F domain compression for AI/ML-based CSI compression.
Temporal-spatial-frequency domain compression evaluations
In this section, we describe details about the T-S-F domain compression evaluations and our initial results and observations.
The relevant agreements regarding evaluation assumptions in RAN1#116 and RAN1#116bis are shown below:
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.



Based on the above agreements, we generate datasets for UMa scenario with both Option-1 and Option-2 UE distribution, with indoor speed 3km/h and outdoor speed 10 km/h. CSI-RS configuration and reporting periodicity are chosen to be 5ms. We assume spatial consistency Procedure A with UEs dropped in local region according to Option-1 in above agreement. We drop 500 UEs in sector, with UEs moving along a track of approximate 10 m for outdoor UEs and 4 m for indoor UEs resulting in approximately 480 time correlated CSI samples per UE. Hence, the total dataset generated as approximately 240K samples. As the UEs are randomly dropped in a sector, we divide the UEs into training and testing datasets with approx. 160K samples for training and 80K samples for testing. This ensures the dataset distribution captures the decorrelation due to temporal variations. The detailed simulation assumptions are described in Appendix.
For the AI/ML model structures, we take CNN and FC layers in encoder-decoder architecture for S-F domain compression as baseline, and CNN, FC, and LSTM based architecture for T-S-F domain compression. The Figure 1 shows the encoder-decoder architectures. The LSTM layers at encoder and decoder are used as per the use of past CSI information at encoder side and decoder side depending on Case1, Case2 and Case5. For example, Case2 uses LSTM at both the encoder and decoder, whereas Case5 uses LSTM only at the decoder.
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[bookmark: _Ref166264853]Figure 1: Overview of Model architectures

Results for Case2 and Case5
We compare Case5 and Case2 with Case 0, i.e., the S-F domain compression as baseline. We describe here the NMSE and SGCS results.
The CSI channel matrix is preprocessed to subband spatial frequency domain precoding vector. We use 32 antenna ports at NW side and 1 antenna port at UE. We use 32 RBs with 1 subband averaging over 1 RB. Hence our dataset dimension is 2 x 32 x 32 matrix per sample in terms of real and imaginary values. We show below the results for Case5 compared with Case0 as baseline, where past CSI is used only at the decoder (NW side).
The sequence length used is 2 wherein the past 1 time instance CSI is used to reconstruct the CSI of current time instance. We take two sub-cases below:
1) SubCase-1: The Compression ratio of both time instances is kept same, i.e. 1/r, resulting in latent vector size of 2048/r, where r = 1/16 and 1/64.
2) SubCase2: The compression ratio of 1st time instance is 1/4 and that of 2nd time instance is 1/r, resulting in latent vector size of 512 for 1st time instance and 2048/r for 2nd time instance, where r = 1/16 and 1/64.
As shown in Table 1 and Table 2, there is no considerable gain when the compression ratio of past time instance is kept same as current time instance, but we get good gains if high CR is used for 2nd time instance. This is due to the high accuracy past CSI information available at the NW side decoder. Further, the gain increases with higher compression for 2nd time instance as is evident from the tables.




[bookmark: _Ref166276019]Table 1: Intermediate KPIs for compression ratio r = 1/16
	T-S-F Cases
	Option1: 80% indoor, 20% outdoor UE distribution
	Option2: 100% outdoor UE distribution

	
	NMSE (dB)
	SGCS
	NMSE (dB)
	SGCS

	
	r = 1/16

	Case0
	-10.3
	0.9189
	-11.337
	0.936

	Case5 (same ‘r’ for past time instance)
	-10.579
	0.9224
	-11.695
	0.9405

	Case5 (different ‘r’ for past time instance)
	-16.273
	0.9799
	-15.51
	0.9764

	Case2 (same ‘r’ for past time instance)
	-10.811
	0.9268
	-11.883
	0.9429

	Case2 (different ‘r’ for past time instance)
	-15.703
	0.9764
	-
	-



[bookmark: _Ref166276021]Table 2: Intermediate KPIs for compression ratio r = 1/64
	T-S-F Cases
	Option1: 80% indoor, 20% outdoor UE distribution

	
	NMSE (dB)
	SGCS

	
	r = 1/64

	Case0
	-4.3363
	0.6809

	Case5 (different ‘r’ for past time instance)
	-12.149
	0.9500


From the tables above, we observe very less ~ 0.5 dB NSME gain and 0.8% SGCS gain if the past CSI is feedback using same compression ratio as current time instance. We observe good gains ~ 5.9 dB NMSE and 6.6 % SGCS gain when past CSI is feedback using higher compression ratio = 1/4, and current CSI is feedback using r = 1/16.  Further, we observe very good gains if current time instance is feedback using r=1/64 compression ratio, i.e., ~ 7.8dB NMSE gain and 39% SGCS gain. This is possible due to high resolution past CSI information available at decoder.
Observation 1: For T-S-F domain compression, very less gain is seen when past time instance CSI is sent with same latent vector compression size as current time instance CSI.
Observation 2: For T-S-F domain compression, considerable gain is observed only if past time instance CSI is sent with higher latent vector size or feedback overhead, i.e., a high resolution past CSI information is available at decoder.
Observation 3: For T-S-F domain compression, very less gain is seen for Case2 as compared to Case5, i.e., use of past CSI information at NW side decoder is sufficient to achieve temporal domain compression gain.


Conclusions
In this contribution, we have provided our observations on evaluations of T-S-F compression:
Observation 1: For T-S-F domain compression, very less gain is seen when past time instance CSI is sent with same latent vector compression size as current time instance CSI.
Observation 2: For T-S-F domain compression, considerable gain is observed only if past time instance CSI is sent with higher latent vector size or feedback overhead, i.e., a high resolution past CSI information is available at decoder.
Observation 3: For T-S-F domain compression, very less gain is seen for Case2 as compared to Case5, i.e., use of past CSI information at NW side decoder is sufficient to achieve temporal domain compression gain.
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Appendix
Evaluation Assumptions:
	Carrier Frequency
	2GHz (FR1)

	SCS
	15Khz

	Simulation bandwidth
	12 MHz

	Scenario
	Uma

	Num of RB
	32

	Num_gNB
	1

	Num_sectors
	1

	gNB_height
	25 m

	gNB Antenna config
	32 ports (8,2,2,1,1)

	UE Antenna config
	(1,1,2,1,1)

	Num_UEs
	500

	Tx power
	40 dBm

	UE receiver noise figure
	10 dB

	Cell Radius
	100 m

	UE Distribution
	1) 80% indoor, 20% outdoor; 2) 100% outdoor

	UE_speed
	Outdoor: 10Km/hr, Indoor: 3 Km/hr

	UE Track Length
	10 m, 4m

	CSI-RS periodicity
	5 ms

	CSI reporting periodicity
	5 ms

	Spatial consistency
	Procedure A (3GPP 38.901)

	Number, distance of past time instance
	1, 5 ms
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