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Introduction
A new work item on AI/ML for NR air interface was approved in the RAN#102 plenary meeting [1] the support of AI for beam management by the specification was agreed. Furthermore, in RAN1#116 discussion, the following agreements were made:
	Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1.
· Note: overhead reduction is not precluded.
· FFS on details
Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above "For NW-sided model, for BM-Case1 and BM-Case2" and "Set A" and "Set B", will not be specified in RAN 1 specifications
Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP.
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement.
· Where the predicted RSRP is based on AI/ML output.
· Note: Support both Option A and Option B is not precluded.
Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output.

Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 

Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded.


In the AI/ML SI [2], two use cases for beam management have been studied, BM-Case 1 and BM-Case 2. Furthermore, NW-sided models and UE-sided models have been considered for these use cases. As per the WID, it was agreed to specify both flavors having different requirements to the specification. Thus, we structure our contribution according to the WID and will highlight aspects for NW-sided and UE-sided models in the next sections.

Model Inference
[bookmark: _Ref162950249]Inference for NW-sided models
For the NW-side model for both BM-Case 1 and BM-Case-2, the gNB configures the measurement resources and instructs the UE to provide the measurement results back to the gNB. For this purpose, the gNB configures a UE with a corresponding CSI report configuration and CSI-RS resources. Here, RAN1 has agreed that the number of beam related information in a report should be increased. However, the agreement does not state what beam related information contains. The current CSI reports include the L1-RSRP and the beam ID, i.e. CRI or SSBRI. However, it is expected that a significantly larger number of beams must be reported, which increases the reporting overhead. This requires more efficient signaling procedures that do not signal all the information explicitly. Nevertheless, the L1-RSRP is the most crucial information and hence, should always be reported for all beams that are included in the report.
Proposal 1: For NW-sided models, for inference, the UE should report at least the L1-RSRP in a beam report.
Depending on the number of beams, the UE reports beam related information, e.g. L1-RSRP, for a subset or all beams configured in the CSI report configuration. In this case of reporting of all beams, the beam IDs may not be required to identify the beams. For that purpose, the UE can report in the natural order of CSI-RS resources, as configured to the UE. However, this would also require a fundamental change of the quantization of RSRPs, which uses the absolute RSRP of the strongest beam and the differential RSRPs for the remaining beams. In particular, it is not a given that the first beam is also the strongest beam. One option to fix this is to use the absolute RSRP of the first beam regardless of whether it is the strongest or not and to allow for positive differential RSRPs. However, this impacts the quantization error significantly, if the first beam is very weak. Another option is that the UE quantizes only absolute RSRPs and no differential RSRPs. Then, the natural order of the beams can be easily maintained without causing any confusion. On the other hand, this would increase the overhead due to the higher number of bits required for absolute RSRPs, especially if the number of beams increases significantly. Nevertheless, also a mixed approach can be followed, where the UE reports only the beam ID for the strongest RSRP and the remaining differential RSRPs in their natural order. This is depicted as Option 7 in Section 5.2.
Proposal 2: For NW-sided models, for inference, depending on the configuration the UE can omit at least a part of the beam IDs to reduce reporting overhead.
Inference for UE-sided models
By the nature of the problem, when the inference is performed at the UE-side, the prediction result has to be signaled to the gNB so that it can take the prediction into account. The NR Rel-17 specification already offers a sophisticated CSI reporting framework that supports reporting on a per-beam basis. This framework can be used as a basis for reporting the inference result to the gNB.

Depending on the type of AI/ML that is used, the UE obtains a set of RSRP predictions or a set of ordered beam indices. Note that both outputs can be converted into the other representations. This is very straightforward when RSRP predictions are converted to a list of beam indices ordered by their strength. However, also the other way around is possible.  For example, fix the first prediction to an appropriate RSRP value. Then, assign a differential RSRP to the remaining predictions such that the signaled differential RSRP level is decreased by one for each prediction. Hence, both representations can be used for the signaling. Nevertheless, if the AI/ML model predicts RSRP values, converting them to an ordered list of beam indices results in a loss of information. 

Proposal 3: For UE-sided models, for inference, support reporting of predicted RSRP values.

An additional issue arises due to different processing capabilities of UEs and the complexity of the used models. Depending on these parameters, the time required at the UE to obtain the prediction can vary significantly. Nevertheless, one can apply a worst-case inference time which fits all models. However, this unnecessarily sacrifices the overall performance due to delayed reporting of the inference outcome. Hence, the UE needs be able to report is inference time to the gNB, so that the inference reporting procedure can be adapted to the UE’s performance.

Proposal 4: For UE-sided models, for inference, study the UE reporting its inference time to the gNB.

Finally, reporting of confidence intervals or reliability for the inference results have been discussed in the SI. Such a report could potentially improve the final decision taken at the gNB. In particular, the gNB can decide to ignore low reliability predictions, if they contradict other information at the gNB. For example, for BM-Case 2, the gNB might have more detailed information on the direction of UE movement and/or its beam geometry, which do not match the UE prediction. In such a scenario, the gNB can also use some reliability information to decide whether it wants to follow the UE prediction or not. Nevertheless, confidence or reliability metrics are concepts that are hard to grasp. Hence, it has to be studied how they can be incorporated in the specification.

Proposal 5: For UE-sided models, for inference, examine whether and how to report confidence of predictions.

Performance Monitoring of UE-sided models
Model monitoring is an extremely crucial aspect for employing AI/ML in the field. While AI models perform very well under theoretical or well-defined testing conditions, their practical performance can be significantly worse than that. Hence, monitoring and validating the model performance is of uttermost importance.

[image: ]
[bookmark: _Ref165645454]Figure 1 Monitoring phases with less measurements, and validation phase with increased number of measurements, e.g., CSI measurements.

In Figure 1, we show a 2-phase monitoring approach in which the UE adapts its monitoring depending on the phase. In a monitoring phase, the monitoring requirements can be more relaxed. Thus, the overhead of reference signals are reduced compared to the validation phase. In the validation phase, the UE reports more frequently and possibly more measurements or KPIs to the network. For example, the UE measures all beams of Set A in the validation phase. Thus, the UE can reliably assess the performance of its AI model and further, gather measurements for training of another model.

Proposal 6: For UE-sided models, for monitoring, support 2-phase monitoring with varying frequencies and reporting detail.

As mentioned earlier, the CSI measurement framework provides a basis for the required evaluation. The UE can be configured to periodically monitor all beams of Set A. This allows the UE to obtain measurements for the model monitoring and at the same time let the UE derive the Set A of beams. For example, such a monitoring configuration is only applied in the validation phase allowing the UE to collect ground truth data for training a new model or evaluating the performance of inactive models.

Proposal 7: For UE-sided models, for monitoring, support a model monitoring configuration that defines measurement resources for all Set A beams.


Special Aspects for UE-sided Models
In the WID, it is stated that both UE-sided and NW-sided models for beam management shall be supported. In general, UE-sided models offer multiple merits over NW-sided models. In particular, the measurement signaling overhead is significantly reduced. This is due to the UE rather processing the measurements directly instead of transmitting them to the NW. Essentially, this also allows a shorter measurement-to-inference delay as the step of transmitting the measurements to the NW is omitted. Finally, the UE can use more measurements as input to the beam prediction as there is no cost associated to transferring measurements over the air.

Configuration of Set A of beams

The Set A of beams can be configured reusing the legacy CSI reporting framework. In particular, a CSI report can be configured that includes all CSI-RS resources representing Set A. In contrast to the current CSI report, the CSI-RS may not be transmitted and hence, should not be used for measurement purposes. 

Proposal 8: Set A of beams can be configured using the CSI reporting framework. FFS for further enhancements.

In some cases, the Set A of beams can be the resources for radio link monitoring or resources for radio link quality measurements. Based on the RS resources configured for the two procedures, the RS resources configured for radio link monitoring can be used for model monitoring procedures associated with CSI beam reporting. The linking between the two can be determined based on the beams configured for the two purposes, the TCI-states of the beams and beam prediction methods used. If such linking for model monitoring between the two frameworks is possible, a separate set of configured resources for model monitoring is not necessary. 

Proposal 9: Explore the possibility of using the resources configured for radio link monitoring for model monitoring purposes with respect to CSI beam reporting. 

Furthermore, such a model monitoring configuration can also be used to collect data, which allows the UE to train a new AI/ML model. In addition, the UE also determines the performance of other inactive models and can use these results to decide whether switching to another beam management model is beneficial or not.

Proposal 10: Support a model monitoring configuration that allows for collecting data for model training and monitoring of inactive models.

Radio link monitoring and recovery
Like CSI beam reporting, radio link monitoring and link recovery procedures also involve the reporting of L1-RSRP values or status messages associated with L1-RSRP measurements to higher layers. Considering the possibility of temporal and spatial AI/ML beam prediction models deployed at the UE side, RS configuration and reporting mechanisms for radio link monitoring or link recovery exploiting such prediction models need to be studied by RAN1. 

Proposal 11: Study the support for radio link monitoring and link recovery procedures considering spatial and temporal beam prediction at the UE-side. 

Set B configuration and association to Set A
As stated above, the CSI framework can be reused for the configuration of Set A/Set B of beams and for reporting information on the predicted beams and/or L1-RSRP values. In the case of spatial beam prediction the set B of beams is a subset of set A of beams. In this case, it is natural that the set A of beams is configured as the channel measurement resource set and set B of beams is a subset of set A. Hence, it is sufficient to configure one CSI-ResourceConfigId for both Set A and Set B. The beams in set A that are not in set B are ‘disabled’ resources, meaning that these beams are not transmitted by the network. The set B of beams are ‘enabled’ resources in the channel measurement resource set – the beams that are transmitted by the network and are measured by the UE. 

Proposal 12: Support Alt 2, one CSI-ResourceConfigId is configured for both Set A and Set B, and the Set B of beams is provided as a subset of the CSI resource configuration.

LCM operation for UE-sided models

Essentially, the major difference of the two LCMs is how much control the gNB has over the actual models running on the UE. Functionality LCM supporting model IDs can be considered a flavor of model-ID-based LCM. Regardless of this issue, the major reason for the gNB to maintain control over the models at the UE stems from generalization issues of the AI/ML models. If models do not perform well under certain conditions, the gNB needs control over which particular model is used at the given time by the UE in the given site, scenario, or area. Thus, at least for BM-Case 1 changing parameters, such as the deployment scenarios and the gNB settings, result in huge performance fluctuations. Hence, the gNB, which is aware of these parameters, wants to keep control over the AI/ML models used at the UE.

Proposal 13: Functionality LCM with model-ID or model-ID LCM should be supported for UE-sided models, at least for BM-Case 1.

In both cases, the UE capabilities report is used as a basis to configure the AI/ML functionality or model. In particular, the UE indicates in the UE capabilities report what conditions it does support. For example, this can be information about the Set A/B, AI/ML model input and output or sites, scenarios, or areas that are supported by the UE.

Proposal 14: The UE capabilities report may indicate its supporting condition, to allow configuration of functionality LCM or model-ID LCM.

Assistance information for BM-Case 1
In the TR [2], the following parameters regarding assistance information for BM UE-sided models have been identified. However, no consensus has been reached across the companies.
	Assistance information: 
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information 
-  UE location 
-  UE moving direction 
-  UE Rx beam shape/direction 
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information 
- NW-side beam shape information
 - E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc. 
- Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
- e.g., some information following the same principle of Rel-17 positioning agreement



Although there was no consensus to support explicit assistance information from the network in the study phase, we believe that reporting Tx and Rx beam shape information as well as information on the scenario can improve system performance. Thus, providing assistance information is beneficial for UE-sided models as it offers significant context for the AI/ML models to refine its spatial-domain DL beam predictions. This enhances both performance and accuracy of models. In this context, the assistance information may be used jointly with L1-RSRP measurements as inputs for BM-Case 1.

Assistance information can be configured for the AI/ML model by the NW. By transmitting important parameters once during AI/ML functionality/model configuration, the system will reduce overhead. This technique suffers when the network changes dynamically. However, a dynamic strategy can solve the adaptation problem.

Proposal 15: For UE-side models, support signaling of assistance information from the NW to the UE, at least for BM-Case 1.

Special Aspects for NW-sided Models   
Data collection for NW-sided model

In the TR [2] an important role of data collection in enabling different use cases has been identified, and the following considerations for network-side data collection have been made:
 
	A set of general data collection principles is expected to be considered for network-side model training. These include:
-UE to support data logging,
-UE to report the collected data periodically, event-based, and on-demand,
-The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.
Furthermore, and regarding the use cases in this study, the following is considered. 
For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. 
The potential impact of L3 signalling for the reporting of collected data should be assessed.  
 


 
Moreover, multiple existing data collection methods have been analyzed in terms of the maximum payload size per reporting, end-to-end report latency, report type and security information. According to Table 7.3.1.2-1 [2] L1 measurements (CSI reporting) have indeed the smallest air interface signaling latency of 1 TTI over PUCCH but come along with the restricted payload size of 1706 bits in PUCCH and 3840 bits in PUSCH and no AS security. In comparison to that, L3 measurements e.g. provide around 9kbyte of payload capacity at the cost of increased latency of 20 ms in RRC. 
 
In general, data can be collected for multiple purposes, including model inference, monitoring, training and re-training, which can be listed regarding where the AI/ML model or functionality is located:
 
	NW-sided model
	UE-sided model

	· Reporting for model training or re-training
· Reporting for model inference 
· Reporting for model monitoring 
· Reporting for AI/ML model/functionality management 
	· Reporting based on the results of model inference 
· Reporting for model monitoring 



Each of the above-mentioned purposes might have its own set of requirements, including the amount of data to be reported, acceptable latency, security and reliability. Therefore, it is important to identify and analyze them separately to enable a proper selection of the container for reporting purposes.

Proposal 16: Prior to the selection of a container for data collection, study the AI/ML purposes separately in terms of the amount of data to be reported, acceptable latency, security and reliability.

At the previous 3GPP meeting, a beam report sent from the UE to the network for inference purpose has been agreed to be signaled in Layer 1 for NW-sided models, which is primarily driven by efficiency and timeliness of the Layer 1. However, training or re-training purposes for the NW-side model are characterized by a relaxed latency requirement and come along with a larger payload size per UE report for beam management use case, since both measurements for Set A and Set B are necessary. Therefore, Layer 3 container might be used for this case to report raw L1-RSRP measurements given its increased payload size, relaxed latency requirement and higher reliability based on the usage of error-correction mechanisms.

Proposal 17: Support L3 measurements as a container for L1-RSRPs reporting for training/re-training purposes given its increased payload size, relaxed latency requirement and higher reliability based on the usage of error-correction mechanisms.

[bookmark: _Ref165645142]Report overhead reduction for L1-RSRP reporting
In RAN1#116b, report overhead reduction methods have been discussed. Three key areas of enhancement have been identified:
· Method#1: Measurement omission/selection
· Method#2: Beam information overhead reduction
· Method#3: Quantization of L1-RSRP
However, the discussions did not result in a consensus on how to capture potential enhancements. In our view the major issue arises from the strong interdependency between the different options. In particular, the measurement omission scheme also affects how beam information can be conveyed or whether differential L1-RSRP can be used or not. Hence, we believe that the different combination of methods should be discussed first. Only some aspects of quantization can be treated orthogonally, as elaborated in more detail in Section 5.3.

In Table 1, we have listed 7 different report overhead reduction methods based on the reading of companies’ TDocs. All options can be characterized by their combination of techniques in 3 different key areas. The first is selection, which describes how beams are selected for reporting:
· Top-M, selects the strongest M beams
· Threshold, selects a variable number of beams based on a threshold criterion, e.g. on the absolute or relative strength of a beam
· Pattern-P, selects M beams using one out of P preconfigured patterns
· All, selects all beams for reporting

The second key area is quantization:
· Abs-RSRP, uses only absolute L1-RSRPs for reporting. Although having a higher overhead, it relaxes constraints on the ordering of beams
· Diff-RSRP, uses a single absolute L1-RSRP for a selected reference beam, e.g. strongest, and differential L1-RSRPs for the remaining beams

Finally, the third key area is indexing, which describes how the beam selection is indicated in the report:
· Beam-ID, use a beam ID for each beam, e.g. CRI or SSBRI
· Bitmap, use a beam ID only for the reference beam and a bitmap to indicate the remaining beams that are included in the report
· Combinatorial, use a beam ID only for the reference beam and a combinatorial index to indicate the remaining beams that are included in the report
· Pattern-P, use a beam ID only for the reference beam and a pattern index to indicate the remaining beams that are included in the report
· Single Beam-ID, indicate only the reference beam using a beam ID
· No ID, no beam indication 


[bookmark: _Ref165638735]Table 1: List of report overhead reduction methods.
	Scheme:
	Report size excluding CRC in bits
 – number of measured/predicted beams
 – number of reported beams
 – number of patterns
 – Random Variable (RV) representing the number of beams above the threshold

	
	Selection
	Quantization
	Indexing
	

	Opt1
	Top-M
	Diff-RSRP
	Beam-ID
	

	Opt2
	Top-M
	Diff-RSRP
	Bitmap
	

	Opt3
	Top-M
	Diff-RSRP
	Combinatorial
	

	Opt4
	Threshold
	Diff-RSRP
	Beam-ID
	, 
where 

	Opt5
	Pattern-P
	Diff-RSRP
	Pattern-ID
	

	Opt6
	All
	Abs-RSRP
	No ID
	

	Opt7
	All
	Diff-RSRP
	Single Beam-ID
	



In Figure 2, we show the resulting report sizes of different report overhead reduction techniques over the increasing number of measured/predicted beams N.
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	a) M = 8
	b) M = 16



[bookmark: _Ref165639978]Figure 2: Reporting overhead comparison utilizing different reduction techniques.

Obviously, the legacy report construction (Option 1) and reporting all beams (Option 6) have high reporting overheads over the whole range of N. The same is true for Option 4 and Option 7 at large number of measured/predicted beams N. We capture this in the following observation:

Observation 1: Legacy RSRP reporting (Option 1) and Option 6 have high overheads for all N, at least for large M. Option 4 and Option 7 have low reporting overheads at low N and high overheads at large N.

In contrast to that, Option 2, Option 3 and Option 5 have low overheads over the whole range of N, among which Option 5 has the lowest overhead. However, Option 5 further requires selecting a subset of P patterns out of the set of all possible patterns. This may require further standardization effort on determining this subset of patterns.

Observation 2: Option 2, Option 3 and Option 5 have low overheads over the whole range of N.

In conclusion, the legacy Option 1 that is used in the current beam management framework results in a significant reporting overhead, especially when the number of reported beams M increases.

Proposal 18: Adopt report overhead reduction techniques other than the legacy Option 1.

[bookmark: _Ref165638635]Quantization enhancements
To enhance the quantization, mainly three different dimensions of potential improvement can be classified:
· Multi-resolution quantization,
· Increased step sizes,
· Adaptive reference beam for differential L1-RSRPs.

Each of these adaptions can work on their own but also in combination with each other. We have summarized the Pros and Cons of the different approaches in the table below.

	
	Pros
	Cons

	Multi-resolution quantization: Higher resolution for stronger beams and lower resolution for weaker beams, i.e. adaptive step size depending on the strength of beams
	· Balanced loss of information
	· Running more complex AI/ML models can lead to increased energy and battery consumption.

	Increased step sizes: Increase the step size, in particular for the differential RSRPs
	· Lowest specification effort
	· Highest loss of information

	Adaptive reference beam for differential L1-RSRPs: Instead of defining the differential RSRPs with reference to the strongest beam, the differential RSRP can be defined with reference to the n-th strongest or next-strongest beam

	· Lowest loss of information
	· Potential signaling overhead. 
· Running more complex AI/ML models can lead to increased energy and battery consumption.




Proposal 19: Consider the following approaches to enhance the quantization of differential RSRPs:
· Multi-resolution quantization,
· Increased step sizes,
· Adaptive reference beam for differential RSRPs.

Beam indication for UE-sided and NW-sided models
In RAN1#116, the use of a predicted beam that is not measured/received by the UE for beam indication was discussed. As discussed earlier, the beam reporting shall include predicted beams with predicted L1-RSRP values. The use of predicted beams when they are among top-K beams should be enabled not just for seamless beam management, but also for robustness of beam switching or refinement. RAN1 shall study the QCL references to be used by the UE when beams that are not measured/received are used in beam indication. 

Proposal 20: Use of a predicted beam that is not measured/received by the UE for beam indication is supported. 

Another aspect of beam indication discussed in RAN1#116 was the indication of beams for multiple future time instances. We find the following issues with such a beam indication: 
· With unified TCI indication possible via the DCI itself, there is very little advantage in terms of latency such a beam indication offers. 
· It is possible that such a beam indication involves including multiple beams in the same TCI state or indicating multiple beams via multiple TCI states. The former method involves specifying a new TCI-state configuration comprising multiple beams and the latter involves interpretation of a DCI field with multiple beams applied at different times (a method that should also be differentiated from previous schemes involving TDM-based MTRP schemes). Both the methods involve specifying/indicating the UE behaviour for application of the beams at different times. 
· In terms of overhead, indication of multiple beams incurs higher DCI overhead in one instance while reduced overhead in some future instances. The overall DCI overhead across these multiple instances could be very similar compared to legacy beam indication. 
Beam indication for multiple future time instances offers very little advantage in terms of latency and overhead but incurs high specification workload and considerable modification in UE behaviour. Therefore, it is preferred to not have such a beam indication. 

Proposal 21: Study whether beam indication for multiple future time instances is required. 


Conclusion
In this contribution, we have the following proposals:
Proposal 1: For NW-sided models, for inference, the UE should report at least the L1-RSRP in a beam report.
Proposal 2: For NW-sided models, for inference, depending on the configuration the UE can omit at least a part of the beam IDs to reduce reporting overhead.
Proposal 3: For UE-sided models, for inference, support reporting of predicted RSRP values.
Proposal 4: For UE-sided models, for inference, study the UE reporting its inference time to the gNB.
Proposal 5: For UE-sided models, for inference, examine whether and how to report confidence of predictions.
Proposal 6: For UE-sided models, for monitoring, support 2-phase monitoring with varying frequencies and reporting detail.
Proposal 7: For UE-sided models, for monitoring, support a model monitoring configuration that defines measurement resources for all Set A beams.
Proposal 8: Set A of beams can be configured using the CSI reporting framework. FFS for further enhancements.
Proposal 9: Explore the possibility of using the resources configured for radio link monitoring for model monitoring purposes with respect to CSI beam reporting. 
Proposal 10: Support a model monitoring configuration that allows for collecting data for model training and monitoring of inactive models.
Proposal 11: Study the support for radio link monitoring and link recovery procedures considering spatial and temporal beam prediction at the UE-side. 
Proposal 12: Support Alt 2, one CSI-ResourceConfigId is configured for both Set A and Set B, and the Set B of beams is provided as a subset of the CSI resource configuration.
Proposal 13: Functionality LCM with model-ID or model-ID LCM should be supported for UE-sided models, at least for BM-Case 1.
Proposal 14: The UE capabilities report may indicate its supporting condition, to allow configuration of functionality LCM or model-ID LCM.
Proposal 15: For UE-side models, support signaling of assistance information from the NW to the UE, at least for BM-Case 1.
Proposal 16: Prior to the selection of a container for data collection, study the AI/ML purposes separately in terms of the amount of data to be reported, acceptable latency, security and reliability.
Proposal 17: Support L3 measurements as a container for L1-RSRPs reporting for training/re-training purposes given its increased payload size, relaxed latency requirement and higher reliability based on the usage of error-correction mechanisms.
Proposal 18: Adopt report overhead reduction techniques other than the legacy Option 1.
Proposal 19: Consider the following approaches to enhance the quantization of differential RSRPs:
· Multi-resolution quantization,
· Increased step sizes,
· Adaptive reference beam for differential RSRPs.
Proposal 20: Use of a predicted beam that is not measured/received by the UE for beam indication is supported. 
Proposal 21: Study whether beam indication for multiple future time instances is required. 
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