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1. Introduction
During the RAN1#116 and RAN1#116bis meetings, the followed agreements/progress under the AI of frame structure and timing aspects are reached for the NR Ambient IoT study item [1].
	Agreement
From RAN1 perspective, at least when a response is expected from multiple devices that are intended to be identified, an A-IoT contention-based access procedure initiated by the reader is used.

Agreement
For A-IoT contention-based access procedure, at least slotted-ALOHA based access is studied.

Agreement
At least the following time domain frame structure is studied for A-IoT R2D and D2R transmission.
· For R2D transmission,
· A R2D timing acquisition signal (e.g. R2D preamble) is included at least for timing acquisition and for indicating the start of the R2D transmission in time domain.
· For D2R transmission,
· A D2R timing acquisition signal (e.g. D2R preamble) is included at least for timing acquisition and for indicating the start of the D2R transmission in time domain.
· FFS other necessary component(s), e.g. midamble, postamble, periodic sync signal, control fields, guard period

Agreement
For further discussion, the following terminologies are used for A-IoT for studying processing time aspects:
· TR2D_min: Minimum Time between a R2D transmission and the corresponding D2R transmission following it. 
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device. 
· TD2R_D2R_min: Minimum Time between two different consecutive D2R transmissions from the same A-IoT device.
· The study should consider at least following aspects 
· Implementation restrictions for the existing BS/UE
· [Processing time is common or different for different A-IoT devices]
· [Processing time for different traffic types/command types (e.g. DT or DO-DTT) and/or different use case (e.g., Inventory or Command)] 
· FFS other timing aspects

Agreement
For R2D transmission, if OFDM-based waveform is used, the start of R2D transmission from reader perspective is assumed to be aligned with the boundary of an NR OFDM symbol (including the CP) for in-band/guard-band operation.

Agreement
To determine or derive the end of PRDCH transmission, study at least following options:  
· Option 1: R2D postamble immediately follows the PRDCH to indicate the end of the PRDCH.       
· Option 2: Based on R2D control information.

Agreement
For the reader to acquire the end of PDRCH transmission, study at least following options:  
· Option 1: D2R postamble immediately follows the PDRCH
· Option 2: Based on control information

Agreement
For D2R transmission, study the necessity of midamble at least for the purpose of performing timing/frequency tracking or channel estimation or interference estimation, considering at least the following: 
· Modulation and Coding schemes, e.g., data modulation, line/channel coding 
· Receiving methods, e.g., coherent or non-coherent
· D2R transmission length/packet size
· Midamble overhead
· Timing/frequency accuracy
· Phase accuracy

Agreement
RAN1 study the R2D transmission without midamble as the baseline if Manchester encoding is used.
· FFS the necessity for the R2D transmission with midamble if PIE is used.


In the recent RAN plenary (RAN#103), further clarifications were made on the study scope of NR A-IoT [2]. In particular, the following endorsed proposal would have impact to the discussion under this AI.
	Proposal 2
· Confirm that study of design of energy harvesting signal/waveform is out of SI scope in Rel-19
· The potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study [RAN2, RAN1]
· Duration of one device’s unavailability due to charging by energy harvesting can be assumed up to several tens of seconds
· Note: this value can be revisited in future RAN plenary meetings, if necessary
· TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device, i.e.: “NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.”
· No SID revision is necessary


Based on the above agreements/endorsement, in this contribution we provide discussions and our views on the following aspects related to this agenda item.
· Energy harvesting aspects
· Synchronization and timing aspects
· Random access aspects
· Scheduling and timing aspects
2. Energy harvesting (device charging and discharging)
The topic on energy harvesting/charging of an A-IoT device/tag was discussed in the last two RAN1 meetings, and some had an assumption that the device/tag will always has enough energy stored or provided at and during the time of A-IoT communication, such that the device/tag is able to communicate (receive and transmit) for the entire communication process (e.g., for inventory and command). As such, aspects relating to and/or impacting A-IoT inventory and command process due to energy harvesting/charging are considered as a deployment / implementation issue and proposed to be omitted from the study. 
In the operation of RFID, the above assumptions may hold true for very low power consumption and battery-less devices/tags where RF energy provided from reader transmitted signals is always strong enough to drive/power the device/tag throughout the entire communication process. However, in order to achieve this kind of ideal operating condition, the distance separation between the reader and the device should be very small (e.g., within a meter or less). When the distance separation is larger, typically an external energy source is provided to energize and wake up the device/tag (e.g., a direct LOS light source in tollgates) and/or battery operating active devices/tags should be deployed.
During the RAN#103 meeting (March 2024), the following clarification on energy harvesting of A-IoT devices has been agreed. However, this agreement was not taken into account during the subsequent WG meeting in RAN#116bis.
	Proposal 2
· Confirm that study of design of energy harvesting signal/waveform is out of SI scope in Rel-19
· The potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study [RAN2, RAN1]
· Duration of one device’s unavailability due to charging by energy harvesting can be assumed up to several tens of seconds
· Note: this value can be revisited in future RAN plenary meetings, if necessary
· TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device, i.e.: “NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.”
· No SID revision is necessary


Firstly, from the above clarification agreement on device energy harvesting, it is our understanding that the assumption of “up to several tens of seconds” of one device’s unavailability time due to charging is derived base on RF energy harvesting. Unless this value is changed and/or further clarified the type of energy source was assumed in RAN plenary, RAN1 should consider that device energy harvesting is based only on RF energy in the device architecture discussion.
Secondly, regarding “the potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study”, as a starting point, RAN1 should first discuss and determine reasonable assumptions that can be made on device energy charging and discharging behaviors. In our view, without these energy charging and discharging assumptions or models, one cannot determine whether and what are potential impacts on device availability for transmission and reception procedures. This is demonstrated in the following two figures.
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Figure 1: Energy charging and discharging behaviours for devices with different charging rate (assuming device power-ON only when it is fully charged).
In Figure 1, a simple illustration on the rate of energy charging and discharging behaviors is provided for devices with different charging rates, and assuming a particular working model (discharge rate). According to the assumption that a device’s unavailability due to charging by energy harvesting can be up to several tens of seconds in order to fully charge a device (being the worst case drawn for Device 3), there could be other devices that are charged at faster rates (Device 1 and Device 2) due to, for example, higher charging efficiency, shorter distance to the RF energy source, a smaller capacitor and etc. Assuming once a device is fully charged, the device powers ON and becomes available for communicating with a reader for inventory and command process, and starts monitoring for R2D transmissions. If the reader does not start the inventor/command process until all devices are being charged for several tens of second, for faster charging devices (Device 1 and 2) they will start consuming the energy for blind monitoring and detection from its storage until the inventory/command process starts (as shown by black and red dotted lines before the process starts). This also assume that a device cannot monitor/detect R2D transmission and perform energy harvesting at the same time. Consequently, when the process actually starts after several tens of seconds of charging time for Device 3, the remaining energy level in the storage would be lower than 100% for Device 1 and 2. It then becomes questionable, whether the remaining energy will be sufficient for a round of inventory/command communication process. And whether Device 1 and Device 2 with lower / non-ideal energy storage level will be able to sustain the entire inventory/command process, considering the potential access collision issue, time consuming slotted-ALOHA access algorithm, failure and re-try attempts, etc.
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Figure 2: Energy charging and discharging behaviours for devices with different charging rate (assuming device power-ON when energy level reaches 50%; device power-OFF when energy level drops to 20%).
In Figure 2, another illustration on the rate of energy charging and discharging behaviors is provided for devices with different charging rates, but now assuming a different working model, where a device will power-ON when energy storage is charged to 50% and power-OFF when energy storage level drops to 20%. This perhaps is a more realistic model of operation for A-IoT devices. Surely, based on different implementation and/or device configuration, this 50% / 20% threshold levels could be different or adjusted, but the general device charging and discharging behavior remains the same. In this example, although the device power-ON point / threshold is at a lower energy storage level (at 50%), the inventory/command process could also start earlier (half of several tens of seconds) since all devices would be power-ON by this point. However, the end results trend remains the same to the previous case where earlier power-ON devices with faster energy charging rate will always have lesser remaining energy than devices with slower charging rate when the inventory/command process starts. And the faster energy charging devices always start the inventory / command process with lower / non-ideal energy storage level than that when they are power-ON.
Based on the above illustrations, the DRX-like behavior/assumption before the beginning of an inventory/command communication process for charging devices (until power-ON) may not be the best way to handle device energy harvesting. It is unclear whether devices will have sufficient remaining energy in the storage to complete the inventory/command process after allowing several tens of seconds for charging. Furthermore, if DRX is placed in the middle of an inventory / command process (assuming the reader knows when a device will go to a sleep/power-OFF state), further analysis is needed on whether the device can retain its memory for a stop-resume operation and whether it is feasible and practical for a random access procedure / inventory and command process to incorporate a DRX operation (for several tens of seconds).
Nevertheless, the first step in RAN1 should be about discussing and determining a device energy charging model and a discharging model, so that further analyze can be carried out to determine whether there is any potential impact of energy harvesting on device availability for transmission and reception procedures.
[bookmark: _Toc163050851]Observation 1: The assumption agreed in RAN#103 of “up to several tens of seconds” of one device’s unavailability time due to charging is based on RF energy harvesting.
Proposal 1: In order to determine whether and what are potential impacts on device availability for transmission and reception procedures, as a starting point, RAN1 needs to first discuss and determine reasonable assumptions that can be made on device energy charging and discharging behaviors / models.
Observation 2: When energy charging time is assumed to be several tens of seconds before an inventory / command communication process starts, for devices with faster charging rate (e.g., due to device charging efficiency, smaller capacitor size and distance from the energy source), they will have lesser remaining energy than devices with slower charging rate when the inventory/command process starts.
3. Synchronization and timing aspects
During the last two RAN1 meetings, the following time domain frame structure is agreed to be studied for A-IoT R2D and D2R transmissions.
	Agreement
At least the following time domain frame structure is studied for A-IoT R2D and D2R transmission.
· For R2D transmission,
· A R2D timing acquisition signal (e.g. R2D preamble) is included at least for timing acquisition and for indicating the start of the R2D transmission in time domain.
· For D2R transmission,
· A D2R timing acquisition signal (e.g. D2R preamble) is included at least for timing acquisition and for indicating the start of the D2R transmission in time domain.
· FFS other necessary component(s), e.g. midamble, postamble, periodic sync signal, control fields, guard period

Agreement
For the R2D timing acquisition signal immediately preceding the transmission of a physical channel, study a preamble with at least two parts which includes a start-indicator part and a clock-acquisition part, where the start-indicator part immediately precedes the clock-acquisition part:
· Start-indicator part provides the start of the R2D transmission
· FFS: Details of start-indicator part
· Clock-acquisition part provides at least the chip synchronization of the subsequent physical channel transmission
· FFS: Details of clock-acquisition part, e.g. structure, encoding, length, etc. 
· FFS: Methods to determine chip duration of the subsequent physical channel transmission 
· FFS: Other functionalities
· Note: the preamble is considered not to be part of a physical channel
· FFS: other part(s) of the preamble, if any
· FFS: whether the above clock acquisition is sufficient for all devices
· FFS: how to make the preamble compact


For the A-IoT DL communication over a single frequency band, it is expected that the frequency oscillator of a low-power and low-complexity device/tag is pre-tuned to the desired frequency band (e.g., FDD 900 MHz) and equipped with a wide-band RF filter (e.g., DL spectrum) to receive all R2D transmissions. As such, DL frequence carrier synchronization or adjustment is not required at the device/tag. On the other hand, due to the sampling frequency offset (SFO) and its accumulation effect that is expected in such devices/tags, it is agreed that a R2D timing acquisition signal (i.e., a R2D preamble) is included in the study at least for indicating the start of the R2D transmission in the time domain (the start-indicator part) and chip-level synchronization of the subsequent physical channel transmission (the clock-acquisition part). A such Timing Acquisition Signal (TAS), a DL preamble, is also transmitted by the reader for this purpose in the RFID system. However, in the RFID operation, the DL transmission occurs immediately after the low-power RFID tag is energized / charged so that the tag does not lose its energy from constantly monitor the DL preamble, or the RFID tag is constantly energized / charged by an external source once it has entered within range of a reader.
The same operating conditions may not be applicable and assumed for NR A-IoT operation due to the coverage distance is much wider and the number of devices/tags is much larger. As discussed earlier, the time to energize / charge an A-IoT device/tag within the coverage range can widely vary. Some A-IoT devices/tag closer to the reader, equipped with a smaller capacitor, or already have some remaining energy in the storage can be fully charged much quicker than others. So, while some devices/tags may be fully charged and activated/power-on and start to monitor the channel for DL preambles, others may still be in a sleep state and take a long time to be charged / energized. In this case, a fully charged/activated device/tag would start to deplete its energy in the storage.
In another scenario, once all devices/tags are charged/energized by RF energy harvesting, it is necessary and desirable to manage/coordinate the access timing among the devices/tags. If all devices/tags try to access / respond to the reader at once when a select/query is received from the reader, although the Q protocol from the slotted-ALOHA may randomize the access timing among the devices/tags (but not a very efficient mechanism), there still a high probability of an access collision/conflict to occur.
Observation 3: Once all devices/tags are charged/energized by RF energy harvesting and try to respond to the reader at once when a select/query is received, although the Q protocol from the slotted-ALOHA may randomize the access timing among the devices/tags (but not a very efficient mechanism), there still a high probability of an access collision/conflict to occur.
To resolve this issue, the use of a periodic signal (e.g., R2D preamble) could further randomize / coordinate the inventory/command process timing among the devices to avoid conflicts / collisions. When the devices are distributed across different inventory/command processes, it reduces the probability of conflict/collision within a process (thus improves the success rate and reduces the required time completing a process using the slotted-ALOHA contention algorithm). Furthermore, it allows a device/tag to continue or to have more opportunity for energy harvesting / charging during inventory/command processes that are not intended/allocated to the device.
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Figure 3: Periodic timing acquisition signals (preambles) for distribute devices across multiple inventory/command processes to minimize collision probability and to reduce device power consumption.
As shown in the above Figure 3, when periodic preamble signals are sent by a reader, the time gaps between the preambles can be used for multiple rounds of inventory/command process (n, n+1, n+2, …) and devices can be coordinated/distributed in different processes to reduce the probability of conflict/collision. As such, a device only needs to (wake up slightly earlier to account for SFO) to monitor the R2D preamble at the beginning of the allocated or scheduled inventory/command process. During the time of other processes, the device would be able to sleep (no power consumption) or switch to an energy harvesting/charging state and not monitoring R2D preamble transmissions from the reader.
Proposal 2: Periodic transmission of R2D preamble should be studied to coordinate or schedule inventory / command processes among the devices, to minimize collision probability and to reduce device power consumption from blind monitoring (and hence more time for energy harvesting).
	Agreement
For R2D transmission, if OFDM-based waveform is used, the start of R2D transmission from reader perspective is assumed to be aligned with the boundary of an NR OFDM symbol (including the CP) for in-band/guard-band operation.

Agreement
To determine or derive the end of PRDCH transmission, study at least following options:  
· Option 1: R2D postamble immediately follows the PRDCH to indicate the end of the PRDCH.       
· Option 2: Based on R2D control information.

Agreement
For the reader to acquire the end of PDRCH transmission, study at least following options:  
· Option 1: D2R postamble immediately follows the PDRCH
· Option 2: Based on control information



On aligning R2D transmissions with the boundary of an NR OFDM symbol (including CP) for in-band and guard-band operations, it has been agreed that the start of a R2D transmission is assumed to be aligned from the reader’s perspective. In our understanding, this is to ease the generation of an OFDM waveform in the implementation and to avoid interference to partial symbol of other NR Uu operation from A-IoT transmission. For the same reasons, the end of R2D transmissions from reader’s perspective should be also aligned with the boundary of an NR OFDM symbol for in-band and guard-band operations. One added benefit of this assumption would be to reduce the TBS indication granularity to OFDM symbol level, instead of chip level.

Proposal 3: It is proposed that the end of a R2D transmission from reader’s perspective should be also aligned with the boundary of an NR OFDM symbol for in-band and guard-band operations. The R2D transmission includes both the timing acquisition signal (preamble) and PRDCH.
On determining or deriving the end of a PRDCH transmission at the device, two options are listed in the last meeting. In Option 1, the end of a PRDCH transmission is indicated by transmitting by the reader a R2D postamble immediately follows the PRDCH. This means an additional signal needs to be defined and to be detected by the device, more resources are needed for the postamble transmission, and adding latency delay to the decoding. Since PHY layer control information is anyway need to be defined (under this AI and from other AIs), adding another parameter field seems to be a simpler approach. Of course, sending control information in a R2D preamble is also an option without increasing decoding complexity and adding delays.

For the same reasons, the reader should acquire the end of a PDRCH transmission based on control information.

Proposal 4: On determining or deriving the end of a PRDCH transmission at the device, it is proposed to be based on R2D control information (possibly using the R2D preamble).
Proposal 5: On acquiring the end of a PDRCH transmission at the reader, it is proposed to be based on D2R control information (possibly using the D2R preamble).
[bookmark: _Hlk156465705]4. Random access aspects
During the RAN1#116 meeting, it has been agreed that RAN1 should study at least the contention-based access procedure initiated by the reader and the slotted-ALOHA based access should be used as the baseline or a starting point as followed.
	Agreement
From RAN1 perspective, at least when a response is expected from multiple devices that are intended to be identified, an A-IoT contention-based access procedure initiated by the reader is used.

Agreement
For A-IoT contention-based access procedure, at least slotted-ALOHA based access is studied.


In terms of contention resolution and transmission collision avoidance, it can be highly related to how the scheduling works in A-IoT UL transmissions. In Topology 1, A-IoT UL transmissions should be scheduled or configured by the BS/gNB. But the BS/gNB may not always know the exact number of devices are within its communication range/coverage (since there is no RRC states), this makes the A-IoT UL scheduling harder to avoid contentions/collisions. One potential approach is the ALOHA random access that was developed in the 1970’s and used by Wi-Fi and RFID in the past for coordinating the access of multiple devices/transmitters in a shared communication channel, where each device accesses a communication channel at random time to transmit. The mechanism relies on repetitions to handle collisions and improve reliability. If a transmission is lost, it is left to the receiver to deal with the lost data. In some ways, this mechanism is not a perfect solution and may require enhancement/modification for the A-IoT communication. Some issues in the slotted-ALOHA access mechanism that are not well-suited for NR A-IoT include:
· Collision/conflict issue. If we take the Q protocol of the slotted-ALOHA access mechanism that is used in RFID as an example, when a small Q is selected and indicated by the reader, multiple devices may generate a same random value and transmit their RN16’s in the same access slot. When multiple RN16’s are transmitted simultaneously at the same time, a transmission conflict/collision happens and the reader cannot distinguish which RN16 has been transmitted. In this case, the system resource (the entire access slot) is wasted and also the device power/energy (from monitoring the QueryRep and transmitting the RN16) is wasted too.
· Latency issue. When a transmission collision/conflict occurs (as described in the above bullet), the collided devices which transmitted the RN16 in the same access slot would not receive a subsequent response/message from the reader, and the devices would need to regenerate a new random value and transmit RN16 at a different time (access slot) in the next session. This time hopefully no transmission collision, but no guarantee. If a device cannot successfully complete the RA procedure within an inventory/command process, it will have to wait till the next allocated / scheduled process and try again. As such, there is also a latency issue.
· Inefficient resource usage. On the other hand, in order to avoid collision, the reader will tend to set a large Q. However, with large Q, it will introduce many blank access slots where there is no device to transmit RN16. It should be noted that, when the countdown of the Q value is not reached, devices that have not completed the RA procedure still constantly monitor the “QueryRep” from the reader in order to identify the start of an access slot that belongs to the device. When there are many blank access slots due to improper selection of the Q value by the reader or device random selection of ‘q’ is large, the device power /energy is wasted.
· Reliability issue. In RFID, RN16 is transmitted by the device as the access code. However, the reliability of RN16 is very limited. When one of bit of the transmitted RN16 is not corrected detected, the device will not be correctly responded by the reader. In a practical ambient IoT operation, there is channel fading (especially for medium range communication) and intercell interference, it is very challenging to get reliable transmission with RN16.
To address the issues identified above, we proposed to reuse the NR random access procedure for ambient IoT. In the NR random-access procedure, the network configures RACH resources for ambient IoT devices. In addition, multiple preamble (e.g. tens of preambles) can be multiplexed on a same PRACH resource, like what has been supported in existing NR RACH procedure, therefore, it can provide large preamble set and avoid the collision issue. With proper preamble design, it is feasible for the reader to detect multiple preambles on the same resource. Therefore, it significantly improves the access efficiency. It can also reduce the device power consumption with improved detection performance and avoided collision.
As discussed in the last meeting, it is very likely that binary modulation waveform such as OOK, PSK or FSK will be supported by Ambient IoT (There may be down-selection based on the further discussion). To match these simple waveforms, a preamble using pseudo-random m-sequences or Gold sequences is evaluated. Firstly, it is feasible for the ambient IoT device to modulate a m-sequence or Gold sequence using the waveforms mentioned above. Secondly, as it is well-known and used in LTE and NR, with excellent auto-correlation and cross-correlation property of these sequences, it is suitable for the m-sequences or Gold sequences to serve as the RACH preamble in Ambient IoT.
In the following, link level simulations are performed and results are provided to illustrate the performance of RACH preamble using m- and Gold sequences for Ambient IoT.
Simulation set 1: Multiple device detection in case of no SFO and no received power difference among the devices
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Figure 4: Multiple device detection in case of no SFO and no received power difference among 2 devices
(Top: devices use m-sequences; Bottom: devices use Gold sequences).
In Figure 4, two Ambient IoT devices transmit RACH preambles on a same resource. The 2 preambles are generated using m-sequences or Gold sequences with different cyclic shifts and the length of the preamble is 127. In this figure, no difference in the received power among these preambles and no SFO are assumed for the Ambient IoT devices. From the simulation results shown in Figure 4 (top diagram uses m-sequences and bottom diagram uses Gold sequences), it can be seen the 2 preambles from A-IoT devices (2 peaks) can be clearly detected in SNR=10dB condition for both the m-sequences and Gold sequences.
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Figure 5: Multiple device detection in case of no SFO and no received power difference among 4 devices
(Top: devices use m-sequences; Bottom: devices use Gold sequences).
In Figure 5, four Ambient IoT devices transmit RACH preambles on a same resource. The only difference in simulation setting to Figure 4 is the SNR operation level is changed to 0dB. But the length of preamble is still 127. But as it can be seen clearly from the simulation results in Figure 5 (top diagram uses m-sequences and bottom diagram uses Gold sequences), the 4 preambles from A-IoT devices (4 peaks) can still be clearly detected, but m-sequence provides a better peak-to-average ratio than using the Gold sequences in a low SNR condition.

Simulation set 2: Multiple device detection in case of SFO of 5% among the devices and SNR is 0 dB
For simulation set 2, in order to evaluate the impact of SFO in detection of multiple devices, a SFO of 5% (5 x 104 ppm) is assumed. Firstly, we provide reference detection results in the case of no SFO among the devices for RACH preamble length of 63 in Figure 6. As can be seen, the 4 peaks (representing the 4 preambles/devices) can be clearly detected at least using m-sequences even when the RACH preamble length is reduced to 63 compared to Figure 5 where length 127 was used. Since the RACH preamble is reduced, the detection of Gold sequences may start to struggle, due to less spreading gain.
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Figure 6: Detection of 4 devices detection in case of no SFO, as a reference performance (Top: devices use m-sequences; Bottom: devices use Gold sequences).
In Figure 7 to Figure 10, SFO of 5% is incorporated in the simulations and now a sliding window correction is performed to detect cyclic shifted preamble from each device. In these simulation results, in relative to the device preamble that is detected, other 3 device preambles each with 5% SFO error becomes the interference. As seen, the peaks can still be clearly detected for all device preambles (1st, 2nd, 3rd and 4th), and for both m-sequence and Gold sequence in SNR = 0dB and preamble length is 63. In some cases, the peak value for the m-sequence is slightly higher than the Gold sequence in Figure 7 and 10. But we think this could be due to the random selection of the cyclic shift that was chosen for these two preambles. Overall, both sequences are able to provide good RACH detection of devices in a challenging condition (SFO=5%, SNR=0dB).
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Figure 7: Detection of 1st device, SFO = 5% for other 3 devices (Top: m-sequences; Bottom: Gold sequences).
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Figure 8: Detection of 2nd device, SFO = 5% for other 3 devices (Top: m-sequences; Bottom: Gold sequences).
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Figure 9: Detection of 3rd device, SFO = 5% for other 3 devices (Top: m-sequences; Bottom: Gold sequences).
[image: ]
Figure 10: Detection of 4th device, SFO = 5% for other 3 devices (Top: m-sequences; Bottom: Gold sequences).


Simulation set 3: 1% missed-detection rate
In simulation set 3, a false alarm rate of 0.1% is assumed in order to derive the detection threshold. TDL-C channel is assumed in the following simulations. It can be seen that at 1% missed-detection rate, the achievable SNR is about -24dB and -23dB for m-sequence and Gold sequence, respectively, in Figure 5 and 6.
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Figure 5: Missed-detection performance of using m-sequence.
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Figure 6: Missed-detection performance of using Gold sequence.
Observation 4:
· Based on simulation results of RACH preamble detection performance shown in Section 4, the results demonstrated that CDM of RACH preambles using either m-sequences or Gold sequences of length 63 is feasible and preambles from multiple devices can be clearly detected by the reader, even in challenging conditions (SFO = 5%, SNR = 0dB).
· For the 1% missed-detection rate, simulation results showed that m-sequences and Gold sequences are able to achieve this performance level when SNR is about -24dB and -23dB, respectively.
· Note that, the expected SNR operating range for A-IoT is at worst around -10dB.
Proposal 6: Based on RACH preamble detection simulation results shown in Section 4, it is concluded that CDM of RACH preambles based on m-sequences and Gold sequences is feasible and should be captured in the study item TR 38.769.
Table 1: Simulation parameters used in Section 4 on random access.
	Parameters
	Values

	Sequence types
	m-sequence, Gold sequence

	Number of devices / sequences
	2, 4

	Channel model
	TDL-C

	SNR
	0dB, 10dB

	Chip duration
	10µs

	Number of samplings per chip
	100

	Modulation
	OOK

	Cyclic shift of m- and Gold sequences
	10

	Sequence length
	63, 127



5. Scheduling and timing aspects
5.1 Multiple time gaps for TR2D, TD2R, TR2D_R2D and TD2R_D2R
Multiple time gaps are introduced in RAN1#116 meeting to assist further discussion.
	Agreement
For further discussion, the following terminologies are used for A-IoT for studying processing time aspects:
· TR2D_min: Minimum Time between a R2D transmission and the corresponding D2R transmission following it. 
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device. 
· TD2R_D2R_min: Minimum Time between two different consecutive D2R transmissions from the same A-IoT device.
· The study should consider at least following aspects 
· Implementation restrictions for the existing BS/UE
· [Processing time is common or different for different A-IoT devices]
· [Processing time for different traffic types/command types (e.g. DT or DO-DTT) and/or different use case (e.g., Inventory or Command)] 
· FFS other timing aspects



The minimum value of above time gaps is introduced, while in our view, the maximal value of some time gap is also helpful. For example, TR2D_max, which corresponds to maximal time between a R2D transmission and the corresponding D2R transmission following it. When a reader sends a R2D message to device and expects response from device, the reader can retransmit the R2D message if it does not receive the response within TR2D_max. Furthermore, if energy harvesting procedure is considered at device, the value of TR2D_max does not include the time which is required for energy harvesting. 
Proposal 7: The following terminology can be introduced for A-IoT system for studying processing time:
· TR2D_max: Maximal Time between a R2D transmission and the corresponding D2R transmission following it.
· Note: the value does not include the time for energy harvesting.
For different type of A-IoT devices, the architectures of transmitter and receiver are different. For example, for device 1, only RF ED receiver is assumed, transmission is based on backscatter. For device 2a, RF ED, IF ED or ZIF receiver can be assumed, transmission is based on backscatter. For device 2b, RF ED, IF ED or ZIF receiver can be assumed, transmission is based on active transmission. Different architecture of transmitter or receiver may correspond to different processing time. While from reader perspective, it is hardly for the reader to know which type of device is performing reception or transmission, especially during access procedure. So that even if different process time is defined for different type of devices, it is hardly for the reader to exactly know the time gaps between 2 adjacent transmissions. Therefore, it is preferred to define common processing time for all device types.
Proposal 8: Processing time is common for different A-IoT device types.
Regarding the relationship between processing time and traffic/command type, we think there is no necessary to combine them together.  Otherwise, that will complex the scheduling procedure and need additional effort of specification work. Furthermore, the benefit for defining different processing time for different traffic type is not clear.
Proposal 9: Processing time is common for different traffic types or command types.
The above time gaps are introduced between reader and device. In topology 1, the reader is gNB. While in topology 2, the reader is intermediate UE. There is another link between gNB and intermediate UE, and the scheduling information or command transmitted by intermediate UE is obtained from gNB. The following time gap maybe related to topology, such as TD2R_min, TR2D_R2D_min. For TD2R_min, when the intermediate UE receives a D2R message from device, it can forward the message to gNB and obtain response from gNB and forward it to the device. The time gap of TD2R_min of topology 2 also includes the time for message transmission between intermediate UE and gNB, which is not included in topology 1. Similarly, for TR2D_R2D_min, the R2D message transmitted by intermediate UE is obtained from gNB in topology 2, so that the time gap maybe different for topology 1 and topology 2.
Proposal 10: The following processing time may be different for different topologies.
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device.
5.2 Scheduling aspects
In legacy NR system, both dynamic scheduling and configured scheduling are supported. Dynamic scheduling is used for one shot scheduling, which is based on DCI. This mechanism can also be supported for A-IoT system. Configured grant or semi-persistent scheduling which is used to configure periodic transmission resources are supported and more suitable for periodic transmission. This kind of scheduling is benefit for scheduling signaling overhead reduction. If periodic transmission is supported for A-IoT system, configured scheduling can be supported. according to the SID, two kinds of use cases, rUC1 (indoor inventory) and rUC4 (indoor command), are supported. For these two kinds of use cases, it is less motivated to introduce periodic transmission. 
Observation 5: It is less motivated to introduce periodic transmission for A-IoT system. 
Proposal 11: Dynamic scheduling is supported for A-IoT system. 
Proposal 12: Configured grant or semi-persistent scheduling are down-prioritized in R19. 
[bookmark: _Hlk163054725]For R2D or D2R transmission, some scheduling information can be (pre-)defined to reduce the required scheduling signaling, such as the modulation mechanism. Other information can be indicated by the scheduling information, such as time resource (starting position or ending position), frequency resource (if device supports FDM), device identification, coding rate, TBS, etc. If multiple modulation mechanisms are introduced for R2D or D2R, the modulation mechanism can also be indicated.  Some of these information can be implicitly determined. For example, the starting position of R2D or D2R transmission can be determined by preamble sequence in front of it. The ending position of R2D or D2R transmission can be determined by coding rate and TBS. 
Proposal 13: Control information for scheduling R2D or D2R transmission is needed.
· The following control information can be considered: time and/or frequency resource, device identification, coding rate, TBS, modulation scheme. 
Whether a separate control channel, similar as PDCCH, can be used to carry the control information can be studied. There are two candidate solutions to carry the control information: control channel, or piggybacked in PRDCH. In our view, control channel is preferred to carry the control information. Firstly, control information should have higher reliability requirement than data. If control information is carried in data channel, the reliability of control information and data may be same. Secondly, for D2R scheduling, there is no necessary to transmit PRDCH since there is no R2D data to be transmitted. In this case, a control channel can be used to carry D2R scheduling. Some companies propose to take control information as higher layer signaling, which can be carried in PRDCH. We are negative to this. In this case, all devices should decode the PRDCH regardless of whether it is target receiver. That will cause unnecessary decoding/reception and waste energy. 
Proposal 14: Control channel using for carrying control information can be studied for A-IoT system. 
6. Conclusion
Energy harvesting
Observation 1: The assumption agreed in RAN#103 of “up to several tens of seconds” of one device’s unavailability time due to charging is based on RF energy harvesting.
Proposal 1: In order to determine whether and what are potential impacts on device availability for transmission and reception procedures, as a starting point, RAN1 needs to first discuss and determine reasonable assumptions that can be made on device energy charging and discharging behaviors / models.
Observation 2: When energy charging time is assumed to be several tens of seconds before an inventory / command communication process starts, for devices with faster charging rate (e.g., due to device charging efficiency, smaller capacitor size and distance from the energy source), they will have lesser remaining energy than devices with slower charging rate when the inventory/command process starts.
Synchronization and timing
Observation 3: Once all devices/tags are charged/energized by RF energy harvesting and try to respond to the reader at once when a select/query is received, although the Q protocol from the slotted-ALOHA may randomize the access timing among the devices/tags (but not a very efficient mechanism), there still a high probability of an access collision/conflict to occur.
Proposal 2: Periodic transmission of R2D preamble should be studied to coordinate or schedule inventory / command processes among the devices, to minimize collision probability and to reduce device power consumption from blind monitoring (and hence more time for energy harvesting).
Proposal 3: It is proposed that the end of a R2D transmission from reader’s perspective should be also aligned with the boundary of an NR OFDM symbol for in-band and guard-band operations. The R2D transmission includes both the timing acquisition signal (preamble) and PRDCH.
Proposal 4: On determining or deriving the end of a PRDCH transmission at the device, it is proposed to be based on R2D control information (possibly using the R2D preamble).
Proposal 5: On acquiring the end of a PDRCH transmission at the reader, it is proposed to be based on D2R control information (possibly using the D2R preamble).
Random access
Observation 4:
· Based on simulation results of RACH preamble detection performance shown in Section 4, the results demonstrated that CDM of RACH preambles using either m-sequences or Gold sequences of length 63 is feasible and preambles from multiple devices can be clearly detected by the reader, even in challenging conditions (SFO = 5%, SNR = 0dB).
· For the 1% missed-detection rate, simulation results showed that m-sequences and Gold sequences are able to achieve this performance level when SNR is about -24dB and -23dB, respectively.
· Note that, the expected SNR operating range for A-IoT is at worst around -10dB.
Proposal 6: Based on RACH preamble detection simulation results shown in Section 4, it is concluded that CDM of RACH preambles based on m-sequences and Gold sequences is feasible and should be captured in the study item TR 38.769.
Scheduling and timing
Proposal 7: The following terminology can be introduced for A-IoT system for studying processing time:
· TR2D_max: Maximal Time between a R2D transmission and the corresponding D2R transmission following it.
· Note: the value does not include the time for energy harvesting.
Proposal 8: Processing time is common for different A-IoT device types.
Proposal 9: Processing time is common for different traffic types or command types.
Proposal 10: The following processing time may be different for different topologies.
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device.
Observation 5: It is less motivated to introduce periodic transmission for A-IoT system. 
Proposal 11: Dynamic scheduling is supported for A-IoT system. 
Proposal 12: Configured grant or semi-persistent scheduling are down-prioritized in R19. 
Proposal 13: Control information for scheduling R2D or D2R transmission is needed.
· The following control information can be considered: time and/or frequency resource, device identification, coding rate, TBS, modulation scheme. 
Proposal 14: Control channel using for carrying control information can be studied for A-IoT system. 
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