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Introduction
In RAN#102 meeting, a new WID is approved for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [2]. In this contribution, we focus on the normative work for the use case of beam management enhancements. 
The AI/ML beam management use case is further categorized into the following sub use cases, but not limited to:
· Beam prediction in spatial domain for overhead/latency reduction
· Beam prediction in time domain for overhead/latency reduction
· Beam selection accuracy improvement

For BM-Case 1(Spatial-domain) and BM-Case 2(Temporal domain), downlink beam prediction for Set A of beams based on measurement results of Set B of beams includes the following.
Alt. 2): AI/ML model training and inference at UE side.
Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A)
In this contribution, we focus on the use case of beam prediction and AI-ML model output in a UE-side model. 

Discussion on prediction of transmitted and untransmitted beams
[bookmark: _Ref141115831]Beam prediction in a UE-side model
Both spatial and temporal domain beam prediction are applicable to a UE-side model. The downlink beam prediction for Set A of beams based on measurement results of Set B of beams need Set A  Set B association to be known at the UE. This is required for the gNB to associate to the AI-ML model output (Beam IDs and the corresponding RSRP) generated by the UE.
This association between Set A  Set B assumes that Set A of beams are transmitted by gNB earlier to prediction, e.g: during training phase. 
On the contrary, Set A beams cannot be assumed to have been transmitted earlier to their prediction always.
· Transmission of Set A beams just to enable training in a UE-based model is not always feasible since each UE performing beam prediction requires this data. Each UE may be performing AI-ML based beam-prediction at different time instants.
· Subsequently, the predicted beams could be data beams which are dynamic in nature and hence not 1:1 mapped to the static broadcast beams (CSI-RS/SSB etc). Therefore, its infeasible for the network to have transmitted all the “to be predicted” data beams in advance. 

The above implies that there can be un-transmitted beams predicted by UE in Set A. The current set of AI-ML inference output parameters i.e best beam IDs along with their corresponding predicted L1-RSRPs, are not sufficient for the gNB to relate and determine the exact beam that is predicted by the UE.

For example: if the UE predicts “N” Tx and/or Rx Beam ID(s) and the corresponding L1-RSRP, the UE may not know what beam ID(s) are to be allocated to the predicted beams (beams of set A that are not part of set B) as there is no prior association information from the gNB regarding the beam IDs i.e when the UE predicted beams were not beamformed earlier by gNB.

Even if UE provides some self-allocated beam IDs for the predicted beams, the gNB cannot associate the UE provided beam ID to a beam for DL transmission. Neither can it associate the given L1-RSRP to the beam ID.
Hence, it is not feasible for the UE to let the gNB know about the beam(s) that are predicted and preferred for DL beam transmission.
Observation 1: In a UE-sided model of AI-ML based beam prediction, Set A of beams cannot be always assumed to have been transmitted earlier to prediction.
Observation 2: In a UE-sided model of AI-ML based beam prediction, the AI-ML model output parameters (beam Id, L1 RSRP) provided by UE are not sufficient to associate and identify all the predicted beams at gNB.

Beam identification at gNB in a UE-sided model
For the gNB to relate and identify beams of Set A predicted by UE in a UE-side model, the UE may have to provide more information regarding the predicted beams. Therefore, we propose to discuss and agree a way-forward to predict un-transmitted beams and enable proper identification at the gNB.
Proposal 1: RAN1 agrees the use case where, in a UE-sided model, beams of Set A cannot be always assumed to be transmitted before the prediction.
Proposal 2: RAN1 agrees to define Set A to Set B association differently for transmitted and un-transmitted beams before prediction.
Proposal 3: RAN1 discusses and agrees a solution to associate and identify un-transmitted beams predicted by UE in a UE-sided model.

 Prediction of granular data beams
For BM-Case 1(Spatial-domain) and BM-Case 2(Temporal domain), downlink beam prediction for Set A of beams based on measurement results of Set B of beams includes the following AI-ML model output.
RAN1#110 made the following agreement:

	Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the  N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)





When we observe the AI-ML beam prediction model output parameters, it is clear that there is an underlying assumption that Set A of beams have been transmitted earlier to prediction. This also implies that beams of Set A that are predicted are always 1:1 mapped to broadcast beams which are static in nature. 
In the preceding paragraphs, we have established that a use-case to predict dynamic untransmitted data beams should be considered. Regardless of use-case, whenever Set A and Set B are different (Set B is NOT a subset of Set A), there is a need to provide more granular information to predict and transmit narrow UE-specific data beams. 
Observation 3: In a UE-sided model, the AI-ML model output parameters (beam Id, L1 RSRP) provided by UE are not sufficiently granular enough to schedule UE-specific data beams.

In ALT3 above, where “Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams” is the AI-ML model output, more granularity can be added to the Tx and/or Rx Beam angle to enable transmission of UE-specific narrow data beams. This ensures that the predicted and transmitted UE-specific data beams are precise and accurate.
Proposal 4: Tx and/or Rx Beam angle(s) of Set A beams are defined and predicted with more granularity to enable beamforming of precise and accurate data beams.

Conclusions
In this section, we present our main observations and proposals:

Observation 1: In a UE-sided model of AI-ML based beam prediction, Set A of beams cannot be always assumed to have been transmitted earlier to prediction.
Observation 2: In a UE-sided model of AI-ML based beam prediction, the AI-ML model output parameters (beam Id, L1 RSRP) provided by UE are not sufficient to relate and identify all the predicted beams at gNB.
Observation 3: In a UE-sided model, the AI-ML model output parameters (beam Id, L1 RSRP) provided by UE are not sufficiently granular enough to schedule UE-specific narrow data beams.


Proposal 1: RAN1 agrees that beams of Set A cannot be always assumed to have been transmitted before prediction in a UE-sided model.
Proposal 2: RAN1 agrees to define Set A to Set B association differently for transmitted and untransmitted beams.
Proposal 3: RAN1 discusses and agrees a solution to relate and identify untransmitted beams predicted by UE in a UE-sided model.
Proposal 4: Tx and/or Rx Beam angle(s) of Set A beams are defined and predicted with more granularity to enable beamforming of precise and accurate data beams.
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