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Introduction
The Working Item Description (WID) regarding AI/ML for the NR air interface received approval during the RAN #102 meeting. The issues concerning specification support for enhancing positioning accuracy are described below [1].
	Provide specification support for the following aspects:
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


In this contribution, we will share our views on the specification support for AI/ML positioning for NR air interface. 

Discussion

Transport data structure for LMF-side model (Case 2b/3b)
If the AI/ML positioning model is located at the LMF, the measured channel response from the UE or gNB (TRP) shall be forwarded to the LMF. The data structure for transmitting the channel response may adopt either a sample-based or path-based format, and the following agreement was reached during the RAN1#116 meeting. This issue was discussed extensively at the RAN1 #116b meeting, but no further agreement was reached. It was suggested that the definitions of sample-based and path-based should be reviewed to reflect each company's understanding. 
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.



It is commonly accepted that the frequency domain channel response can be converted to the time domain channel response using the IFFT operation. In positioning cases, a UE is typically synchronized to one gNB among many gNB(TRP). Although the length of a normal cyclic prefix (CP) can cover a range from as little as 87 m (240k SCS) to 1.4 km (15k SCS), it can be challenging for a UE to synchronize its FFT window for a signal from a distant gNB, leading to degradation in measurement due to inter carrier interference(ICI) and inter symbol interference (ISI). Therefore, in the following example, we will consider using the PRS correlator to extract the time domain channel response and examine both sample-based and path-based approaches to enhance our understanding.

Observation 1: Obtaining the time-domain channel response of a distant gNB by converting the frequency-domain channel may degrade the measurement quality due to ICI and ISI. 

The positioning reference signal (PRS) introduced in Rel-16 helps the UE to determine its location. The PRS, which is characterized by high resource element (RE) density and correlation characteristics, utilizes a concept known as muting to allow multiple gNB(TRP) to transmit the PRS without interference from other gNB(TRP). Figure 1 illustrates the PRS pattern used in this example, consisting of 52 RBs, 12 PRS symbols, and a comb size of 12.
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Figure 1 PRS pattern from a gNB (52 RBs, 12 PRS symbols and a comb size of 12)

The channel response provided in Table 1 is used to observe the PRS correlator output, which also represents the channel response. This will assist us in distinguishing between sample-based and path-based measurements.
.
Table 1 The actual channel response used in the example
	
	1
	2
	3
	4
	5
	6

	Delay (*100e-9)
	0.0 
	0.2 
	0.6 
	14.8 
	15.0 
	15.2

	Gain [dB]
	0.0
	-2.1
	-3.3
	-8.5
	-4.2
	-6.2



The PRS correlator is employed at the UE side, with its output illustrated in Figure 2. The distance between the UE and the gNB is approximately 104 m, corresponding to a time delay of 0.35 us. The observation window size is set to 256 samples. The sample-based response is represented by the blue circle, while the corresponding interpolated output is depicted by the blue dotted line. Additionally, the actual channel, as described in Table 1, is shown by the black stem.
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Figure 2 Time domain channel response (PRS correlator output with 256 sample window and gNB-UE distance of 104 m. Blue circle shows a sample-based response, blue dotted line is the interpolated output, and black stems are the actual channels. The peak of the interpolator marked with a star could be the path-based report.)

In this context, it is important to note that due to the receiver measuring the channel response with limited bandwidth, even a single-tap channel could be represented by multiple sample taps. To discern a specific path, advanced techniques like high-resolution interpolation become necessary. However, despite the use of a high-resolution interpolator, closely spaced multi-paths cannot be identified, as illustrated in Figure 2. In this example, the path indicated by the black star will be reported as a measured path. 
Furthermore, it's crucial to recognize that the accuracy of channel path identification highly relies on its implementation, potentially resulting in variations in measured path delay resolution among UE vendors and gNB manufacturers. Additionally, it is possible that the path-based report might lack some information contained in the channel response.
In the current protocols of LPP and NRPPa, methods for reporting the measured channel paths, such as RSRPP and the corresponding delay, already exist, allowing for the reporting of one and an additional eight paths. Leveraging the existing protocol would be advantageous, and expanding the number of reporting paths would further enhance its usefulness.

Observation 2: For path-based measurement, the resolution of path is implementation dependent and may vary between UE vendors and gNB manufacturers.

Observation 3: For path-based reporting, it would be advantageous to leverage the existing IEs in the LPP and NRPPa. It is also expected that the number of reporting paths will be expanded to increase their usefulness. 

Proposal 1: Support sample-based measurement and reporting because sample-based measurements provide a clearer implementation and ensure consistent behavior of the UE/TRP for channel measurement. 

Unlike path-based reporting, the sample-based reporting requires the definition of a new data structure for the reported data. The new data structure may contain the magnitudes of the selected channel taps, along with a bitmap representation of the corresponding channel magnitude and tap mappings. The channel tap should start from a common reference time. For the uplink reference time, a UL RTOA reference time defined in TS 38.215 can be used, but a new reference time should be defined for the downlink. The quantization of the channel tap magnitude should be carefully examined while observing the performance of the AI/ML positioning model. 

Proposal 2: The effect of channel magnitude quantization on position accuracy and report size should be investigated.

In Case 2b and 3b, the AI/ML positioning model is located at the LMF and operates as a direct AI/ML positioning method. It utilizes the channel responses obtained by the UE via DL PRS or by the gNB through UL SRS as the model input, and outputs the UE location information. In Case 2b, since the UE is responsible for forwarding the measured channel response, a high traffic load on the uplink air interface is expected. Due to the necessity for the UE or gNB to forward the measured channel response, clear definition of the data structure is essential.
An example in Case 3b involves the gNB responding to a Measurement Request message from the LMF in the NRPPa by sending a Measurement Response message. Within this message, a new gNB Channel Measurement IE may be defined as follows, where T32Q8 represents the 8-bit quantized value of 32 sample taps with the highest power out of a total of 256 sample taps.

Table 2 gNB Channel Measurement IE
[image: ]

Proposal 3: For Case 3b, a new data structure should be defined in the NRPPa protocol to report sample-based channel responses measured by the gNB to the LMF.
Proposal 4: For Case 2b, a new data structure should be defined in the LPP protocol to send sample-based channel responses measured by the UE to the LMF.

Assistance signaling and data for UE-side model
At the RAN1#116 meeting, it was agreed that the measurements for determining model inputs for AI/ML positioning would be based on DL PRS and UL SRS. Although the existing DL PRS and UL SRS will be used for AI/ML positioning, new assistance signaling, such as setting up a DL PRS/UL SRS configuration for data collection, will need to be defined for their use.
	Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.


For UE-side models, the platform that develops the AI/ML models can be either in-network or owned by the UE vendors. If it is within the network, many aspects of model lifecycle management (LCM) should be defined in the 3GPP specifications, including data collection, model training, model delivery, and model identification. If the UE vendors have their own platform for model development, the entire process is managed by them, providing more flexibility, which would be preferred by many model developers and UE vendors. 
In Case 1, the AI/ML positioning model resides at the UE, utilizing the channel response (CIR/PDP/DP) obtained from DL PRS as its input. UE vendors have the flexibility to collect data in their own way, train, and deploy their AI/ML positioning models on UEs. The model training process can occur on the UE-side, either directly on the UE or on an OTT server. However, it is expected that it would often be carried out on the OTT server due to the limited power of the UE. Although this approach does not rely on 3GPP specifications, setting up a downlink environment for data collection necessitates signaling and procedures initiated by a UE request to the LMF. For conventional positioning methods, the UE may send RequestAssistData message to the LMF to request for a configuration of the positioning environment including DL PRS. For AI/ML positioning methods, downlink configuration request signaling for data collection, aimed at training and inference of UE-side AI/ML positioning models, should be additionally defined.
The situation is analogous for another UE-side model, Case 2a, where the AI/ML positioning model resides at the UE, utilizing the channel response obtained from DL PRS as its input. Intermediate measurements such as timing information and LOS/NLOS indicators serve as outputs of the model. Similar to Case 1, the data collection for model training and inference occurs at the UE-side under the supervision of UE vendors. The configuration request for the DL PRS environment, which is essential for data collection used in training or inference of AI/ML positioning models, can be initiated by redefining the RequestAssistData message within the LPP protocol [3].

Proposal 5: For the UE-side model (Case 1/2a), UE-initiated assistance signaling is required to request downlink configuration, such as DL PRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one in the LPP protocol. 

For Case 2a, the LMF may request the UE to send ToA, LOS/NLOS indicators, and the UE will send a response with the corresponding measurements. In this scenario, it is necessary to indicate whether the UE's response is based on traditional positioning measurements or on inference output from AI/ML models. In addition, the UE has the autonomy to decide whether to use the AI/ML model or conventional methods. Moreover, if the LMF is aware of the UE's AI/ML capability, it can provide appropriate guidance to the UE on whether or not to use it.

Assistance signaling and data for gNB-side model
In Case 3a, which is the only positioning case where the model resides on the gNB, the AI/ML positioning model operates as an AI/ML assisted positioning method. It utilizes the channel responses measured by the gNB using UL SRS as the model input and produces intermediate measurements such as time information and LOS/NLOS indicators as output. These intermediate measurements are then forwarded to the LMF, which subsequently calculates the UE location using conventional positioning methods. Data collection for model training can be carried out by either the gNB or the LMF. The LMF may offer guidance for data collection, such as the configuring of the uplink SRS.
The AI/ML positioning model located at the gNB can be either operated by the gNB manufacturer or managed by the LMF. If the AI/ML positioning model is developed and managed by the gNB manufacturer, the whole process can be independent of 3GPP specifications, similar to the UE-side models managed by UE vendors in Case 1/2a. However, similar to Case 1/2a, assistance signalling and information requesting the UL SRS configuration for data collection, initiated by the gNB and forwarded to the LMF, should be further defined.

Proposal 6: For the gNB-side model (Case 3a), gNB-initiated assistance signaling is required to request uplink configuration, such as UL SRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one within the NRPPa protocol.
 
For Case 3a, the LMF may request the gNB to send ToA, LOS/NLOS indicators and the gNB will send a response. In this scenario, it is necessary to specify whether the gNB's response is derived from traditional positioning measurements or from AI/ML model inference output. Additionally, gNBs can independently decide whether to utilize AI/ML models or traditional methods. Furthermore, if the LMF is aware of the AI/ML capability of the gNB, it can provide appropriate advice on whether or not to use it.

UE and gNB capability reporting
In the previous SI phase, various discussions regarding functionality identification were held, as documented in [2]. UE capability reporting may serve as the starting point. Now, we will explore capability reporting within the context of functionality identification while employing AI/ML positioning.
	For UE-side models and UE-part of two-sided models:
- For AI/ML functionality identification
- Legacy 3GPP framework of feature is taken as a starting point.
- UE indicates supported functionalities/functionality for a given sub-use-case.
- UE capability reporting is taken as starting point.
- For AI/ML model identification 
- Models are identified by model ID at the Network. UE indicates supported AI/ML models.


In Case 1, UE vendors have the flexibility to collect data in their preferred manner, train their AI/ML positioning models, and then deploy them to UEs for use. Although these processes occur within the UE-side platform, the LMF needs to be informed whether UE possesses AI/ML positioning capability among its various positioning-related capabilities. The conventional UE positioning capabilities such as E-CID, Multi-RTT and DL-TDOA are informed to the LMF during the Capability Transfer process of the LPP protocol. The AI/ML positioning capabilities of the UE can also be informed during the Capability Transfer process or during the Capability Indication process of the LPP protocol.

Observation 4: In Case 1, the AI/ML positioning capability of the UE can be informed to the LMF using either the Capability Transfer process or the Capability Indication process of the existing LPP protocol. 

In Case 3a, the AI/ML positioning model within the gNB can be either from the gNB manufacturer or be managed by the LMF. If it's a model managed by the gNB manufacturer, the LMF needs to determine if the gNB has an AI/ML positioning model. Although existing NRPPa protocols do not have a specific procedure for gNB capability, the gNB Capability Transfer process between the gNB and the LMF must be defined within the NRPPa protocol for this purpose. For example, if the LMF needs ToA information, it can request the gNB to send it and indicate whether it is measured by traditional or AI/ML assisted positioning method.

Proposal 7: For Case 3a, a new procedure needs to be defined to inform the LMF of the gNB capability of AI/ML assisted positioning.

Label-based model performance monitoring
In the RAN1 #116b meeting, the following agreement for AI/ML positioning Case 1 was made regarding label-based model performance monitoring.
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side. 
Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.



In Case 1, the AI/ML positioning model resides at the UE, and the UE vendors have the flexibility to manage their AI/ML positioning models, including training, deployment, and activation/deactivation /switching/fall-back procedures. While the previous agreement outlined two options for calculating label-based performance monitoring metrics, i.e., target UE and LMF, since LMF does not involve AI/ML model management in positioning Case 1, it is preferred that the model performance monitoring metric calculation be performed at the UE-side, either directly on the UE or on an OTT server. Based on the calculated monitoring metric, we recommend that the UE-side makes the monitoring decision, and following the decision, the UE-side performs the AI/ML positioning model activation/deactivation/switching/fall-back procedures. Alternatively, we also recommend that the UE provides the LMF with assistance information on the suitability of the AI/ML positioning models, enabling the LMF to make a functionality decision on whether to use AI/ML positioning at the UE

Proposal 8: In AI/ML positioning Case 1, it's preferable to perform label-based performance monitoring metric calculation and monitoring decision at the UE-side.

For label-based performance monitoring metric calculation, the ground truth label of the UE location needs to be provided to the UE side. If PRU is available, its locations, along with its channel measurements, could be very useful for UE-side performance monitoring metric calculation. The provision of PRU location and associated channel measurements to the UE side could either be transparent to the 3GPP specifications or newly defined in LPP. However, since UE-side positioning model management is expected to be handled by the UE vendors, and the PRU is also expected to be operated by the UE vendors, it is preferable to deliver PRU location and the channel measurements to the UE side in a vendor-specific manner, as described in Option A-4 of the previous agreement

Proposal 9: In Case 1, for label-based performance monitoring, it is preferable to provide the PRU location and the channel measurements to the UE side in a vendor-specific manner.

When PRU is not available for model performance monitoring, the ground truth label provided to the target UE is primarily derived from existing non-AI/ML positioning techniques. The entity providing this information is at least LMF, and the information can be either the estimated UE location or assistance information to help calculate the UE location. In such cases, no additional specification work is required. However, it is crucial to specify the reliability level of the ground truth label when it is provided.

Proposal 10: In Case 1, without PRU, investigate methods for determining ground truth label reliability for label-based performance monitoring.

With respect to the model performance monitoring for AI/ML positioning in Case 3a, the following agreement was reached during the RAN1 #116b meeting.
	Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A. NG-RAN node performs monitoring metric calculation for its own model.
· Option B. LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation



For Case 3a, the AI/ML positioning model operates at the gNB and provides timing information or LOS/NLOS indication as output. The label-based performance monitoring metric can be computed either at the NG-RAN or LMF, where the ground truth label is the timing information or the LOS/NLOS indication. If PRU is available, its locations and channel measurements could significantly benefit the model performance monitoring. By considering the locations of the PRU and each TRP, the timing information can be recalculated. However, additional information is needed to obtain the ground truth label of the LOS/NLOS indication. These recalculated ground truth labels, along with PRU’s channel measurements, are used to calculate the positioning model’s performance metric.
The LMF possesses knowledge of the PRU’s location, and the PRU is required to send its channel measurements to the LMF. Given that the LMF has access to both the ground truth label and the PRU’s channel measurements, it is preferable for the LMF to perform the monitoring metric calculation. However, if the NG-RAN is responsible for calculating the monitoring metric, delivering the ground truth label and the PRU’s channel measurements to the NG-RAN becomes necessary, requiring the definition of new corresponding IEs in NRPPa.

Proposal 11: In Case 3a, it is preferable to conduct label-based performance monitoring metric calculation at the LMF.

When PRU is not available for performance monitoring, the ground truth label can be obtained through measurements related to existing non-AI/ML positioning techniques. While no additional specification work is required, it is crucial to specify the reliability level of the ground truth label when it is provided

Proposal 12: In Case 3a, without PRU, investigate methods for determining ground truth label reliability for label-based performance monitoring.

In Case 3b, where the AI/ML positioning model is located at the LMF, the PRU’s location is likely available at the LMF. By calculating the statistics of the difference between the model inference output and PRU location, the performance metric can be obtained easily. To indicate PRU to send uplink SRS for performance monitoring, the configuration should be set properly. Therefore, it is preferable to perform label-based performance monitoring metric calculations at the LMF. If PRU is not available, non-AI/ML positioning techniques can be used to obtain the ground truth label, and the reliability level should be provided.

Label-free model performance monitoring
When ground truth labels are unavailable, monitoring AI/ML model performance requires more sophisticated techniques. Label-free performance monitoring methods have been explored in Rel-18 SI and detailed in TS38.843 [2], effectively encapsulating their findings. 
	-	If model monitoring does not require ground-truth label (or its approximation).
-	Statistics of measurement(s) compared to the statistics associated with the training data. Note: the measurement(s) may or may not be the same as model input.
-	Examples used in contributions: norm of model input, mean, min/max of some statistics related to measurement and/or model input, median or data temporal/spatial distribution
-	Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
-	Examples used in contributions: mean, standard deviation, variance, etc. of some statistics related to model output
-	For monitoring UE-side and gNB-side model for AI/ML based positioning:
-	Signalling from LMF to facilitate the monitoring entity to derive the monitoring metric (if needed)
-	Signalling from monitoring entity to request measurement(s) (if needed)
-	Signalling for potential request/report of monitoring metric (if needed)
-	Note: there may not be any specification impact
-	For monitoring LMF-side model for AI/ML based positioning
-	Signalling from LMF to request measurement(s) (if needed)
-	Assistance signalling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
-	Report of the calculated metric and/or model monitoring decision



Label-free performance monitoring methods involve comparing the statistical properties of the model's inference inputs to those of the training dataset. If the statistical characteristics of the model's inference inputs deviate significantly from the characteristics of the dataset used to train the model, poor inference results can be expected. Additionally, utilizing the statistics of model output can contribute to label-free performance monitoring. Such statistics of model input/output may need to be included during model/functionality identification or provided later using an assistance signaling.
For the direct AI/ML model, in addition to utilizing the statistics of model input/output, we can also leverage the AI/ML assisted model output and the legacy positioning output for label-free performance monitoring. For example, in Case 3b, if the TRP provides timing information from the legacy positioning and LOS/NLOS soft indication from the assisted AI/ML positioning model, one can check whether the direct AI/ML model inference output is around the circle drawn from the timing information associated with the highest LOS/NLOS soft indication.
[image: ]
Figure 3 An example of label-free performance monitoring for direct AI/ML model utilizing legacy timing information and assisted model output.

Proposal 13: For label-free performance monitoring in direct AI/ML models, consider using legacy measurements and assisted positioning model outputs, in addition to leveraging model input/output statistics.

Conclusion
 In this contribution, our views on AI/ML positioning accuracy enhancement were shown and the following observations and proposals were made:

Observation 1: Obtaining the time-domain channel response of a distant gNB by converting the frequency-domain channel may degrade the measurement quality due to ICI and ISI. 

Observation 2: For path-based measurement, the resolution of path is implementation dependent and may vary between UE vendors and gNB manufacturers.

Observation 3: For path-based reporting, it would be advantageous to leverage the existing IEs in the LPP and NRPPa. It is also expected that the number of reporting paths will be expanded to increase their usefulness. 

Proposal 1: Support sample-based measurement and reporting because sample-based measurements provide a clearer implementation and ensure consistent behavior of the UE/TRP for channel measurement.

Proposal 2: The effect of channel magnitude quantization on position accuracy and report size should be investigated.
Proposal 3: For Case 3b, a new data structure should be defined in the NRPPa protocol to report sample-based channel responses measured by the gNB to the LMF.

Proposal 4: For Case 2b, a new data structure should be defined in the LPP protocol to send sample-based channel responses measured by the UE to the LMF.

Proposal 5: For the UE-side model (Case 1/2a), UE-initiated assistance signaling is required to request downlink configuration, such as DL PRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one in the LPP protocol. 

Proposal 6: For the gNB-side model (Case 3a), gNB-initiated assistance signaling is required to request uplink configuration, such as UL SRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one within the NRPPa protocol.

Observation 4: In Case 1, the AI/ML positioning capability of the UE can be informed to the LMF using either the Capability Transfer process or the Capability Indication process of the existing LPP protocol. 

Proposal 7: For Case 3a, a new procedure needs to be defined to inform the LMF of the gNB capability of AI/ML assisted positioning.

Proposal 8: In AI/ML positioning Case 1, it's preferable to perform label-based performance monitoring metric calculation and monitoring decision on the UE-side.

Proposal 9: In Case 1, for label-based performance monitoring, it is preferable to provide the PRU location and the channel measurements to the UE side in a vendor-specific manner.

Proposal 10: In Case 1, without PRU, investigate methods for determining ground truth label reliability for label-based performance monitoring.

Proposal 11: In Case 3a, it is preferable to conduct label-based performance monitoring metric calculation at the LMF.

Proposal 12: In Case 3a, without PRU, investigate methods for determining ground truth label reliability for label-based performance monitoring.

Proposal 13: For label-free performance monitoring in direct AI/ML models, consider using legacy measurements and assisted positioning model outputs, in addition to leveraging model input/output statistics.
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