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1. Introduction
Rel-18 AI/ML for air interface Study Item (SI) provided a comprehensive study on why and how to apply AI/ML for air interface, and Technical Report (TR) 38.843 captures the outcome of the SI [1]. Based on Rel-18 SI outcome, Rel-19 Work Item (WI) is targeting on providing specification support for the general framework as well as the selected representative use cases [2]. In the last meeting [3], the following agreements have been achieved. In this contribution, we provide our views on AI/ML beam management use case. More specifically, in Section 2, the discussion is on beam management specific issues on lifecycle management (LCM), and in Section 3, the discussion is on how to utilize AI/ML results to improve beam management.
	Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details
Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications
Agreement
For UE-sided AI/ML model for BM-Case1 and BM-Case2, for the configuration of Set A, take current CSI framework as a starting point.
· FFS: Set A is implicitly or explicitly configured in the report configuration for inference
Agreement
[bookmark: OLE_LINK23][bookmark: OLE_LINK24]For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output
· Note: Support both Option A and Option B is not precluded.
Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output
Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 
Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 



2. Discussion on Beam Management Specific Issues on AI/ML LCM
2.1. [bookmark: _Toc72163958][bookmark: _Toc72164083][bookmark: _Toc72164151][bookmark: _Toc72164281][bookmark: _Toc72166021][bookmark: _Toc72166096][bookmark: _Toc72166120][bookmark: _Toc72166132][bookmark: _Toc72166144][bookmark: _Toc72166215][bookmark: _Toc72166223][bookmark: _Toc72764097][bookmark: _Toc72764105][bookmark: _Toc72764113][bookmark: _Toc72764121]Functionality/Model Identification
According to the TR [1], functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability, and additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. Therefore, functionality based LCM cannot reflect any additional conditions. To ensure consistency between training and inference regarding NW-side additional conditions, model ID may be always required. With either Type A or Type B model identification procedure, the relationship between additional conditions and the model ID can be established. 
[bookmark: _Toc162426446][bookmark: _Toc162426633][bookmark: _Toc162426675][bookmark: _Toc162427290][bookmark: _Toc162427507][bookmark: _Toc162427812][bookmark: _Toc162442269][bookmark: _Toc162594348][bookmark: _Toc162594553][bookmark: _Toc162594603][bookmark: _Toc162594796][bookmark: _Toc162596534][bookmark: _Toc162597595][bookmark: _Toc162598206][bookmark: _Toc162873509][bookmark: _Toc162939848][bookmark: _Toc162939904][bookmark: _Toc162939960][bookmark: _Toc162940016][bookmark: _Toc162941446][bookmark: _Toc163047724][bookmark: _Toc163050353][bookmark: _Toc163050585][bookmark: _Toc163050790][bookmark: _Toc163050867][bookmark: _Toc165875504][bookmark: _Toc165875568][bookmark: _Toc165875627][bookmark: _Toc165987508][bookmark: _Toc166164212][bookmark: _Toc166164711][bookmark: _Toc166164813]Functionality identification is not able to reflect different additional conditions.
In addition, the granularity of functionality has yet been decided. To be more specific, if one Feature/FG corresponds to one sub use case, i.e., BM-Case1 and BM-Case2, respectively, the functionality based LCM may be simplified but it may pose a very high requirement on the generalization performance of the AI/ML model. On the other hand, if a finer granularity is defined, the functionality based LCM may be too complicated, especially considering that model ID may still be used for one single functionality. 
[bookmark: _Toc162426452][bookmark: _Toc162426635][bookmark: _Toc162426677][bookmark: _Toc162427304][bookmark: _Toc162427521][bookmark: _Toc162427826][bookmark: _Toc162442283][bookmark: _Toc162594361][bookmark: _Toc162594566][bookmark: _Toc162594616][bookmark: _Toc162594809][bookmark: _Toc162596549][bookmark: _Toc162597610][bookmark: _Toc162598221][bookmark: _Toc162873527][bookmark: _Toc162939865][bookmark: _Toc162939921][bookmark: _Toc162939977][bookmark: _Toc162940034][bookmark: _Toc162941462][bookmark: _Toc163047740][bookmark: _Toc163050369][bookmark: _Toc163050601][bookmark: _Toc163050806][bookmark: _Toc163050883][bookmark: _Toc165875519][bookmark: _Toc165875584][bookmark: _Toc165875643][bookmark: _Toc165987452][bookmark: _Toc166164228][bookmark: _Toc166164726][bookmark: _Toc166164828]Support to clarify the granularity of functionality (or an AI/ML-enabled Feature/FG) before discussing functionality based LCM for beam management use case.

2.2. Conditions, Additional Conditions and Ensure the Consistency
While Set A and Set B configurations are considered as part of the conditions/additional conditions associated with a functionality/model, the details need to be further investigated. For instance, timing information/periodicity of Set B measurements and Set A predictions are equally important in determining the model which shall be used for beam prediction. As an example, UE may have multiple models trained with different periodicity of Set B beams e.g. 20ms and 40ms, in such a case when the model is being configured to the UE for inference, the UE can determine which model to use based on the Set B periodicity configured by the gNB. Similarly, multiple models may be trained at UE side for different periodicity of prediction output (e.g. 20ms/40ms/80ms) and again the model configured to UE by the network should indicate that which model to use for the inference operation. The timing relation becomes even more crucial when considering temporal beam prediction.
[bookmark: _Toc162427292][bookmark: _Toc162427509][bookmark: _Toc162427814][bookmark: _Toc162442271][bookmark: _Toc162594350][bookmark: _Toc162594555][bookmark: _Toc162594605][bookmark: _Toc162594798][bookmark: _Toc162596536][bookmark: _Toc162597597][bookmark: _Toc162598208][bookmark: _Toc162873511][bookmark: _Toc162939850][bookmark: _Toc162939906][bookmark: _Toc162939962][bookmark: _Toc162940018][bookmark: _Toc162941448][bookmark: _Toc163047726][bookmark: _Toc163050355][bookmark: _Toc163050587][bookmark: _Toc163050792][bookmark: _Toc163050869][bookmark: _Toc165875505][bookmark: _Toc165875569][bookmark: _Toc165875628][bookmark: _Toc165987509][bookmark: _Toc166164213][bookmark: _Toc166164712][bookmark: _Toc166164814]The timing information of Set B measurements and Set A predictions is crucial for UE to determine the model to be used for inference.
[bookmark: _Toc162427522][bookmark: _Toc162427827][bookmark: _Toc162442284][bookmark: _Toc162594362][bookmark: _Toc162594567][bookmark: _Toc162594617][bookmark: _Toc162594810][bookmark: _Toc162596550][bookmark: _Toc162597611][bookmark: _Toc162598222][bookmark: _Toc162873528][bookmark: _Toc162939866][bookmark: _Toc162939922][bookmark: _Toc162939978][bookmark: _Toc162940035][bookmark: _Toc162941463][bookmark: _Toc163047741][bookmark: _Toc163050370][bookmark: _Toc163050602][bookmark: _Toc163050807][bookmark: _Toc163050884][bookmark: _Toc165875520][bookmark: _Toc165875585][bookmark: _Toc165875644][bookmark: _Toc165987453][bookmark: _Toc166164229][bookmark: _Toc166164727][bookmark: _Toc166164829]In addition to information of beams in Set A and Set B, the timing information of Set B measurements and Set A prediction occurrences should be specified as conditions for BM-Case1 and BM-Case2.
Further, already discussed during evaluation phase, different antenna structure and cell layout can have a major impact on the performance of AI/ML model. As signalling antenna configuration information may lead to disclosure of proprietary information, it is proposed to signal this information between UE and network (e.g. during model identification, UE capability transfer or model configuration) as an abstract identifier like pattern ID which allows UE and network to have common understanding in terms of which models to enable. For instance, UE may indicate pattern ID for each model it supports during model identification or UE capability transfer, where different pattern IDs may indicate that models are trained with different antenna configurations/cell layout. The network can then configure the pattern ID value during model configuration to allow UE to select the appropriate model for inference.
Note that RAN1#116bis has discussion for this issue and following agreement was captured:
	Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded.


Option-1 is aligned with our understanding on how network side additional conditions can be indicated to the UE which can be used for performing model training and identification of model during inference operation. Also, associated ID in this case shall at least point to the antenna configuration used in the cell (in addition to Set A and Set B configuration).
[bookmark: _Toc165875521][bookmark: _Toc165875586][bookmark: _Toc165875645][bookmark: _Toc165987454][bookmark: _Toc166164230][bookmark: _Toc166164728][bookmark: _Toc166164830][bookmark: _Toc162427523][bookmark: _Toc162427828][bookmark: _Toc162442285][bookmark: _Toc162594363][bookmark: _Toc162594568][bookmark: _Toc162594618][bookmark: _Toc162594811][bookmark: _Toc162596551][bookmark: _Toc162597612][bookmark: _Toc162598223][bookmark: _Toc162873529][bookmark: _Toc162939867][bookmark: _Toc162939923][bookmark: _Toc162939979][bookmark: _Toc162940036][bookmark: _Toc162941464][bookmark: _Toc163047742][bookmark: _Toc163050371][bookmark: _Toc163050603][bookmark: _Toc163050808][bookmark: _Toc163050885]Support associated ID for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B.
[bookmark: _Toc165875522][bookmark: _Toc165875587][bookmark: _Toc165875646][bookmark: _Toc165987455][bookmark: _Toc166164231][bookmark: _Toc166164729][bookmark: _Toc166164831]Associated ID shall at least indicate the site/cell specific variables used for model training like antenna configuration.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, the consistency/association of Set B beams and Set A beams across training and inference is beneficial from performance perspective. However, it could be quite difficult to always have this consistency because different NW/UE vendors have different implementations and algorithms for beamforming weight design. Even for one NW/UE device, it may or may not apply the same beamforming all the time. One simple solution is to restrict the association by fixing the IDs of Set B beams and Set A beams, however, different devices may have a different mapping between the beam IDs and real beamforming weights, as in the following figure, even the beam IDs of Set B beam are the same for two devices, they may correspond to different actual beams. Therefore, a reference beam pattern may be useful and it may contain the reference antenna information, beamforming weights and the mapping relationship among beamforming weights and beam IDs (or resource IDs) of Set B beams and corresponding Set A beams.
 [image: ]
Figure 1 different beamforming weight arrangement, with same Set A/B beam IDs
[bookmark: _Toc162427524][bookmark: _Toc162427829][bookmark: _Toc162442286][bookmark: _Toc162594364][bookmark: _Toc162594569][bookmark: _Toc162594619][bookmark: _Toc162594812][bookmark: _Toc162596552][bookmark: _Toc162597613][bookmark: _Toc162598224][bookmark: _Toc162873530][bookmark: _Toc162939868][bookmark: _Toc162939924][bookmark: _Toc162939980][bookmark: _Toc162940037][bookmark: _Toc162941465][bookmark: _Toc163047743][bookmark: _Toc163050372][bookmark: _Toc163050604][bookmark: _Toc163050809][bookmark: _Toc163050886][bookmark: _Toc165875523][bookmark: _Toc165875588][bookmark: _Toc165875647][bookmark: _Toc165987456][bookmark: _Toc166164232][bookmark: _Toc166164730][bookmark: _Toc166164832]Support a reference beam pattern to ensure the consistency.
In addition, a calibration procedure can be used to check whether the consistency holds, at least when UE switches to a new TRP or gNB, it can send a request to indicate that a calibration is needed for the UE to continue to apply the current AI/ML model. In the request, the reference beam pattern information can be included to let NW be aware of the beam pattern, the association between Set B and Set A and other additional conditions that fits the current model. NW may adjust its beamforming weights, RS configurations of Set B and Set A, etc., to align with the reference, or NW may simply indicate UE that the current model is suitable or not.
 
Figure 2 an example of UE initiated calibration
[bookmark: _Toc162427525][bookmark: _Toc162427830][bookmark: _Toc162442287][bookmark: _Toc162594365][bookmark: _Toc162594570][bookmark: _Toc162594620][bookmark: _Toc162594813][bookmark: _Toc162596553][bookmark: _Toc162597614][bookmark: _Toc162598225][bookmark: _Toc162873531][bookmark: _Toc162939869][bookmark: _Toc162939925][bookmark: _Toc162939981][bookmark: _Toc162940038][bookmark: _Toc162941466][bookmark: _Toc163047744][bookmark: _Toc163050373][bookmark: _Toc163050605][bookmark: _Toc163050810][bookmark: _Toc163050887][bookmark: _Toc165875524][bookmark: _Toc165875589][bookmark: _Toc165875648][bookmark: _Toc165987457][bookmark: _Toc166164233][bookmark: _Toc166164731][bookmark: _Toc166164833]Support a calibration procedure to ensure the consistency.
In addition to the consistency between model training and model inference, NW should provide proper configurations also for performance monitoring. The consistency/association of Set B beams and Set A beams across model inference and performance monitoring is also needed. In particular, when CSI-RS resources are used as the measurement resources for model training, model inference and performance monitoring respectively, an explicit association may be needed between different CSI-RS resources and/or different reports based on those CSI-RS resources.
[bookmark: _Toc162427526][bookmark: _Toc162427831][bookmark: _Toc162442288][bookmark: _Toc162594366][bookmark: _Toc162594571][bookmark: _Toc162594621][bookmark: _Toc162594814][bookmark: _Toc162596554][bookmark: _Toc162597615][bookmark: _Toc162598226][bookmark: _Toc162873532][bookmark: _Toc162939870][bookmark: _Toc162939926][bookmark: _Toc162939982][bookmark: _Toc162940039][bookmark: _Toc162941467][bookmark: _Toc163047745][bookmark: _Toc163050374][bookmark: _Toc163050606][bookmark: _Toc163050811][bookmark: _Toc163050888][bookmark: _Toc165875525][bookmark: _Toc165875590][bookmark: _Toc165875649][bookmark: _Toc165987458][bookmark: _Toc166164234][bookmark: _Toc166164732][bookmark: _Toc166164834]Support to configure the association between CSI-RS in AI/ML model training phase, CSI-RS in AI/ML model inference phase, as well as CSI-RS in AI/ML performance monitoring phase.

2.3. Data collection
For triggering/initiating data collection at UE side for UE-side AI/ML model, two options can be considered as follows.
· Option 1: data collection initiated/triggered by configuration from NW, and 
· Option 2: request from UE for data collection.
The advantages of Option 1 ensure data collection is aligned with network requirements. It allows for a more centralized control, which can be efficient in terms of network resource management and maintaining consistency across different UEs. The disadvantage is that it might not be as responsive to an immediate or specific requirement of individual UEs. Option 2 can offer more flexibility and responsiveness to the UE’s needs or environment changes. However, it could potentially overload the network with requests, especially in a case that a large number of UE trigger in a short period. Therefore, Option 1 can be a starting point, and Option 2 can serve as a supplementary. Moreover, for Option 2, it only specifies that request from UE but did not detail the subsequent procedures, such as how the gNB responds to the UE’s request. Therefore, additional clarification may be needed.
[bookmark: _Toc162427527][bookmark: _Toc162427832][bookmark: _Toc162442289][bookmark: _Toc162594367][bookmark: _Toc162594572][bookmark: _Toc162594622][bookmark: _Toc162594815][bookmark: _Toc162596555][bookmark: _Toc162597616][bookmark: _Toc162598227][bookmark: _Toc162873533][bookmark: _Toc162939871][bookmark: _Toc162939927][bookmark: _Toc162939983][bookmark: _Toc162940040][bookmark: _Toc162941468][bookmark: _Toc163047746][bookmark: _Toc163050375][bookmark: _Toc163050607][bookmark: _Toc163050812][bookmark: _Toc163050889][bookmark: _Toc165875526][bookmark: _Toc165875591][bookmark: _Toc165875650][bookmark: _Toc165987459][bookmark: _Toc166164235][bookmark: _Toc166164733][bookmark: _Toc166164835]For triggering/initiating data collection at UE side for UE-side AI/ML model,
[bookmark: _Toc162427528][bookmark: _Toc162427833][bookmark: _Toc162442290][bookmark: _Toc162594368][bookmark: _Toc162594573][bookmark: _Toc162594623][bookmark: _Toc162594816][bookmark: _Toc162596556][bookmark: _Toc162597617][bookmark: _Toc162598228][bookmark: _Toc162873534][bookmark: _Toc162939872][bookmark: _Toc162939928][bookmark: _Toc162939984][bookmark: _Toc162940041][bookmark: _Toc162941469][bookmark: _Toc163047747][bookmark: _Toc163050376][bookmark: _Toc163050608][bookmark: _Toc163050813][bookmark: _Toc163050890][bookmark: _Toc165875527][bookmark: _Toc165875592][bookmark: _Toc165875651][bookmark: _Toc165987460][bookmark: _Toc166164236][bookmark: _Toc166164734][bookmark: _Toc166164836][bookmark: _Toc72163959][bookmark: _Toc72164084][bookmark: _Toc72164152][bookmark: _Toc72164282][bookmark: _Toc72166022][bookmark: _Toc72166097][bookmark: _Toc72166121][bookmark: _Toc72166133][bookmark: _Toc72166145][bookmark: _Toc72166216][bookmark: _Toc72166224][bookmark: _Toc72764098][bookmark: _Toc72764106][bookmark: _Toc72764114][bookmark: _Toc72764122][bookmark: _Toc72766769][bookmark: _Toc72766954][bookmark: _Toc72767063][bookmark: _Toc72767332][bookmark: _Toc72767348][bookmark: _Toc72767364]Option 1: data collection initiated/triggered by configuration from NW is preferred, and
[bookmark: _Toc162427529][bookmark: _Toc162427834][bookmark: _Toc162442291][bookmark: _Toc162594369][bookmark: _Toc162594574][bookmark: _Toc162594624][bookmark: _Toc162594817][bookmark: _Toc162596557][bookmark: _Toc162597618][bookmark: _Toc162598229][bookmark: _Toc162873535][bookmark: _Toc162939873][bookmark: _Toc162939929][bookmark: _Toc162939985][bookmark: _Toc162940042][bookmark: _Toc162941470][bookmark: _Toc163047748][bookmark: _Toc163050377][bookmark: _Toc163050609][bookmark: _Toc163050814][bookmark: _Toc163050891][bookmark: _Toc165875528][bookmark: _Toc165875593][bookmark: _Toc165875652][bookmark: _Toc165987461][bookmark: _Toc166164237][bookmark: _Toc166164735][bookmark: _Toc166164837]Option 2: request from UE for data collection can serve as a supplementary.
[bookmark: _Toc162427530][bookmark: _Toc162427835][bookmark: _Toc162442292][bookmark: _Toc162594370][bookmark: _Toc162594575][bookmark: _Toc162594625][bookmark: _Toc162594818][bookmark: _Toc162596558][bookmark: _Toc162597619][bookmark: _Toc162598230][bookmark: _Toc162873536][bookmark: _Toc162939874][bookmark: _Toc162939930][bookmark: _Toc162939986][bookmark: _Toc162940043][bookmark: _Toc162941471][bookmark: _Toc163047749][bookmark: _Toc163050378][bookmark: _Toc163050610][bookmark: _Toc163050815][bookmark: _Toc163050892][bookmark: _Toc165875529][bookmark: _Toc165875594][bookmark: _Toc165875653][bookmark: _Toc165987462][bookmark: _Toc166164238][bookmark: _Toc166164736][bookmark: _Toc166164838]Moreover, Option 2 may need additional clarification on the steps that follow after request initiated by the UE.
For the AI/ML model inputs, we suppose that providing assistance information is important, as the AI/ML model may not be able to effectively process Set A without any assistance information regarding the relation between Set A and Set B. In the study phase, some companies have raised concerns about proprietary/privacy of some assistance information (e.g., Tx/Rx beam shape/angle/direction, UE location, UE moving direction). For this reason, it was concluded at the last meeting that such assistance information cannot be explicitly disclosed to the other side. From our point of view, considering the irreplaceable importance of the assistance information while avoiding the proprietary/privacy issue, we should study implicitly providing the assistance information from one side to the other side. For instance, the angle related information can be converted or mapped into another space (e.g., L1-RSRP measurement) based on the trigonometric function and then disclosed in another form. Alternatively, we can also consider sharing channel estimation-based information, which conveys the relations between Set A and Set B beams, in a manner that safeguards proprietary and privacy. 
[bookmark: _Toc162427836][bookmark: _Toc162442293][bookmark: _Toc162594371][bookmark: _Toc162594576][bookmark: _Toc162594626][bookmark: _Toc162594819][bookmark: _Toc162596559][bookmark: _Toc162597620][bookmark: _Toc162598231][bookmark: _Toc162873537][bookmark: _Toc162939875][bookmark: _Toc162939931][bookmark: _Toc162939987][bookmark: _Toc162940044][bookmark: _Toc162941472][bookmark: _Toc163047750][bookmark: _Toc163050379][bookmark: _Toc163050611][bookmark: _Toc163050816][bookmark: _Toc163050893][bookmark: _Toc165875530][bookmark: _Toc165875595][bookmark: _Toc165875654][bookmark: _Toc165987463][bookmark: _Toc166164239][bookmark: _Toc166164737][bookmark: _Toc166164839][bookmark: OLE_LINK35][bookmark: OLE_LINK36]For avoiding the proprietary/privacy issue, study to provide the assistance information (e.g., angle related information, channel estimation based information) implicitly from one side to the other side.
[bookmark: OLE_LINK8]Typically, a well-trained model requires model testing based on field data before use, but extensive field data may not always be necessary for model testing, and the same situation may also exist for performance monitoring. For model testing and performance monitoring for NW-side model, UE needs to calculate and report the measured L1-RSRPs of beam measurement resources configured by NW. We believe that leveraging existing CSI report framework, without the need for large quantities of field data, may be advantageous. For example, collecting L1-RSRP can align as closely as possible with existing mechanism based on CSI report for reporting L1-RSRP. Furthermore, NW can more promptly access field data to evaluate model performance. Additionally, and most importantly, NW can dynamically determine, based on the field data already acquired, whether further data collection is warranted in real-time, thus avoiding unnecessary data collection. For instance, in scenarios where data collection is based on periodic or semi-persistent CSI report, NW can release or deactivate such CSI report once it determines that sufficient field data has been collected.
[bookmark: _Toc162427293][bookmark: _Toc162427510][bookmark: _Toc162427815][bookmark: _Toc162442272][bookmark: _Toc162594351][bookmark: _Toc162594556][bookmark: _Toc162594606][bookmark: _Toc162594799][bookmark: _Toc162596537][bookmark: _Toc162597598][bookmark: _Toc162598209][bookmark: _Toc162873512][bookmark: _Toc162939851][bookmark: _Toc162939907][bookmark: _Toc162939963][bookmark: _Toc162940019][bookmark: _Toc162941449][bookmark: _Toc163047727][bookmark: _Toc163050356][bookmark: _Toc163050588][bookmark: _Toc163050793][bookmark: _Toc163050870][bookmark: _Toc165875506][bookmark: _Toc165875570][bookmark: _Toc165875629][bookmark: _Toc165987510][bookmark: _Toc166164214][bookmark: _Toc166164713][bookmark: _Toc166164815]For model testing and performance monitoring for NW-side model, if there isn't a substantial need for vast amounts of field data, leveraging the existing CSI report framework to report measured L1-RSRP may be advantageous.
For report content for NW-side model training, the following options were captured by FL in the last meeting [4].
•	Opt 1: Top M beam information of resource set(s) for Set A (No L1-RSRP)
[bookmark: OLE_LINK38][bookmark: OLE_LINK40]•	Opt 2: L1-RSRPs and beam index of Top M beam of resource set(s) for Set A
•	Opt 3: All L1-RSRPs of a resource set (without beam information or with best beam index (for differential L1-RSRP reporting))
•	Combination to the options for inference
To our understanding, for classification based model, NW needs to collect measured L1-RSRPs of the Set B and beam index of Top M (e.g., 1) beam in the Set A, i.e., Option 2. Especially, if the Set B is a subset of the Set A, it is feasible for NW to collect all measured L1-RSRPs of the Set A, i.e., Option 3. For regression-based model, NW needs to collect measured L1-RSRPs of the Set B and measured L1-RSRPs of the Set A, i.e., Option 3. Therefore, Option 2 and Option 3 should be supported for data collection for NW-side model training.
[bookmark: _Toc165987464][bookmark: _Toc166164240][bookmark: _Toc166164738][bookmark: _Toc166164840][bookmark: OLE_LINK41][bookmark: OLE_LINK42]For report content for NW-side model training, Option 2 and Option 3 should be supported.
[bookmark: _Toc165987465][bookmark: _Toc166164241][bookmark: _Toc166164739][bookmark: _Toc166164841]Opt 2: L1-RSRPs and beam index of Top M beam of resource set(s) for Set A
[bookmark: _Toc165987466][bookmark: _Toc166164242][bookmark: _Toc166164740][bookmark: _Toc166164842]Opt 3: All L1-RSRPs of a resource set (without beam information or with best beam index (for differential L1-RSRP reporting))
2.4. Model Inference
2.4.1. Common part
[bookmark: OLE_LINK31][bookmark: OLE_LINK32]The signalling overhead and UE complexity may be much higher than that of legacy BM. For example, if one legacy CSI ReportConfig is needed for each AI/ML model and for model training, model inference and monitoring respectively, the number of required CSI ReportConfig may be too high. One possible solution is to adopt the sub configurations of CSI ReportConfig, with one sub configuration for one model or for one of model training, model inference and model monitoring if needed.
[bookmark: _Toc162427837][bookmark: _Toc162442294][bookmark: _Toc162594373][bookmark: _Toc162594578][bookmark: _Toc162594628][bookmark: _Toc162594821][bookmark: _Toc162596561][bookmark: _Toc162597622][bookmark: _Toc162598233][bookmark: _Toc162873539][bookmark: _Toc162939877][bookmark: _Toc162939933][bookmark: _Toc162939989][bookmark: _Toc162940046][bookmark: _Toc162941474][bookmark: _Toc163047752][bookmark: _Toc163050381][bookmark: _Toc163050613][bookmark: _Toc163050818][bookmark: _Toc163050895][bookmark: _Toc165875531][bookmark: _Toc165875596][bookmark: _Toc165875655][bookmark: _Toc165987467][bookmark: _Toc166164243][bookmark: _Toc166164741][bookmark: _Toc166164843]Support sub configuration of CSI report for AI/ML, each sub configuration may correspond to a different model or a different AI/ML LCM stage requiring data collection.
When the UL transmission resources are insufficient to feedback all CSI information, the priority rule need to be defined. Specifically, when multiple CSI reports collide, the priority value corresponding to each CSI report should be determined and compared with each other. The existing priority rule is only based on non-AI/ML based CSI report vs. non-AI/ML based CSI report. If the AI/ML based CSI report (e.g., carrying predicted beams/L1-RSRPs) is introduced, both AI/ML based CSI report vs. non-AI/ML based CSI report and AI/ML based CSI report vs. AI/ML based CSI report should be considered.
[bookmark: _Toc162427838][bookmark: _Toc162442295][bookmark: _Toc162594374][bookmark: _Toc162594579][bookmark: _Toc162594629][bookmark: _Toc162594822][bookmark: _Toc162596562][bookmark: _Toc162597623][bookmark: _Toc162598234][bookmark: _Toc162873540][bookmark: _Toc162939878][bookmark: _Toc162939934][bookmark: _Toc162939990][bookmark: _Toc162940047][bookmark: _Toc162941475][bookmark: _Toc163047753][bookmark: _Toc163050382][bookmark: _Toc163050614][bookmark: _Toc163050819][bookmark: _Toc163050896][bookmark: _Toc165875532][bookmark: _Toc165875597][bookmark: _Toc165875656][bookmark: _Toc165987468][bookmark: _Toc166164244][bookmark: _Toc166164742][bookmark: _Toc166164844]If the AI/ML based CSI report is introduced, define the priority rule at least in following cases:
[bookmark: _Toc162427839][bookmark: _Toc162442296][bookmark: _Toc162594375][bookmark: _Toc162594580][bookmark: _Toc162594630][bookmark: _Toc162594823][bookmark: _Toc162596563][bookmark: _Toc162597624][bookmark: _Toc162598235][bookmark: _Toc162873541][bookmark: _Toc162939879][bookmark: _Toc162939935][bookmark: _Toc162939991][bookmark: _Toc162940048][bookmark: _Toc162941476][bookmark: _Toc163047754][bookmark: _Toc163050383][bookmark: _Toc163050615][bookmark: _Toc163050820][bookmark: _Toc163050897][bookmark: _Toc165875533][bookmark: _Toc165875598][bookmark: _Toc165875657][bookmark: _Toc165987469][bookmark: _Toc166164245][bookmark: _Toc166164743][bookmark: _Toc166164845]Non-AI/ML based CSI report vs. AI/ML based CSI report
[bookmark: _Toc162427840][bookmark: _Toc162442297][bookmark: _Toc162594376][bookmark: _Toc162594581][bookmark: _Toc162594631][bookmark: _Toc162594824][bookmark: _Toc162596564][bookmark: _Toc162597625][bookmark: _Toc162598236][bookmark: _Toc162873542][bookmark: _Toc162939880][bookmark: _Toc162939936][bookmark: _Toc162939992][bookmark: _Toc162940049][bookmark: _Toc162941477][bookmark: _Toc163047755][bookmark: _Toc163050384][bookmark: _Toc163050616][bookmark: _Toc163050821][bookmark: _Toc163050898][bookmark: _Toc165875534][bookmark: _Toc165875599][bookmark: _Toc165875658][bookmark: _Toc165987470][bookmark: _Toc166164246][bookmark: _Toc166164744][bookmark: _Toc166164846]AI/ML based CSI report vs. AI/ML based CSI report
2.4.2. Mode inference at NW side
It is agreed to support the report of more than 4 beam related information in L1 signaling and it is still FFS on the max number of reported beam related information in one report. Even not considering multiple models or different LCM stages, for NW-sided model, the max number of reported beam should be not less than the number of resources in the Set B. If all measurement results of Set B needs to be reported, the overhead may still be too high, and if measurement results of multiple historical time instances are in one report, the payload size of one report is even higher. Therefore some overhead reduction mechanisms can be further studied, for example, the CRI/SSBRI information may be omitted and implicitly indicated via the mapping order of the associated L1-RSRP values or with an additional bitmap to indicate the reported/not reported beams. Moreover, at least for BM-Case 2, considering that the earlier historical results may contribute less to the overall prediction, those results can be quantized with a larger step size to reduce some bits in report. As a specific example, if 8 historical results (e.g., obtained at t1, t2, …, t8 and |t1-t0| > |t2-t0| >…>|t8-t0|) are needed as model inputs (e.g., for model inference at t0), the first 4 (i.e., results obtained at t1-t4) can be quantized with a larger step size than the later 4 (i.e., results obtained at t5-t8).
[bookmark: _Toc162941450][bookmark: _Toc163047728][bookmark: _Toc163050357][bookmark: _Toc163050589][bookmark: _Toc163050794][bookmark: _Toc163050871][bookmark: _Toc165875507][bookmark: _Toc165875571][bookmark: _Toc165875630][bookmark: _Toc165987511][bookmark: _Toc166164215][bookmark: _Toc166164714][bookmark: _Toc166164816][bookmark: _Toc162427841][bookmark: _Toc162442298][bookmark: _Toc162594377][bookmark: _Toc162594582][bookmark: _Toc162594632][bookmark: _Toc162594825][bookmark: _Toc162596565][bookmark: _Toc162597626][bookmark: _Toc162598237][bookmark: _Toc162873543][bookmark: _Toc162939881][bookmark: _Toc162939937][bookmark: _Toc162939993][bookmark: _Toc162940050][bookmark: OLE_LINK86][bookmark: OLE_LINK87]The max number of reported beam in one report should be not less than the number of resources in the Set B, and it is related to the number of historical time instances allowed in one report. 
[bookmark: _Toc162941478][bookmark: _Toc163047756][bookmark: _Toc163050385][bookmark: _Toc163050617][bookmark: _Toc163050822][bookmark: _Toc163050899][bookmark: _Toc165875535][bookmark: _Toc165875600][bookmark: _Toc165875659][bookmark: _Toc165987471][bookmark: _Toc166164247][bookmark: _Toc166164745][bookmark: _Toc166164847][bookmark: OLE_LINK83][bookmark: OLE_LINK85]For overhead reduction, support omitting at least part of CRI/SSBRI information.
[bookmark: _Toc165875536][bookmark: _Toc165875601][bookmark: _Toc165875660][bookmark: _Toc165987472][bookmark: _Toc166164248][bookmark: _Toc166164746][bookmark: _Toc166164848]For overhead reduction for BM-Case2, support a larger RSRP quantization step size for the historical results obtained earlier, e.g., with a longer time from measurement to model inference.
Set B may be fixed or varying across training and inference. And for varying Set B, it may be selected from a set of pre-configured Set B patterns, or be a subset of measured beams Set C and based on some criterions/thresholds. For the former case, multiple candidate Set B patterns could be configured by NW explicitly. In addition to L1-RSRP (and beam ID), UE also needs to provide indication information related to the selected Set B. As for the latter case, criterions/thresholds for determining the Set B need to be defined, e.g., beams with top-M measurements of Set C, beams with the reported measurements within a given gap to the best beam in Set C.
[bookmark: _Toc162427842][bookmark: _Toc162442299][bookmark: _Toc162594378][bookmark: _Toc162594583][bookmark: _Toc162594633][bookmark: _Toc162594826][bookmark: _Toc162596566][bookmark: _Toc162597627][bookmark: _Toc162598238][bookmark: _Toc162873544][bookmark: _Toc162939882][bookmark: _Toc162939938][bookmark: _Toc162939994][bookmark: _Toc162940051][bookmark: _Toc162941479][bookmark: _Toc163047757][bookmark: _Toc163050386][bookmark: _Toc163050618][bookmark: _Toc163050823][bookmark: _Toc163050900][bookmark: _Toc165875537][bookmark: _Toc165875602][bookmark: _Toc165875661][bookmark: _Toc165987473][bookmark: _Toc166164249][bookmark: _Toc166164747][bookmark: _Toc166164849][bookmark: OLE_LINK90][bookmark: OLE_LINK91]For a varying Set B selected from a set of pre-configured Set B patterns, indication related to the selected Set B needs to be reported. For a varying Set B that is a subset of measured beams Set C, criterions/thresholds for determining the Set B need to be defined.
[bookmark: OLE_LINK75][bookmark: OLE_LINK76]In order to ensure the real-time beam performance, especially in some scenarios of high speed movement (e.g., HST, freeway), NW may need to trigger a periodic beam report, and UE has to perform beam measurement and reporting frequently. Based on BM-Case2, it becomes a reality to use the historical beams to predict the future beam(s), which will greatly save overhead of beam measurement and reporting. Specifically, the measured beams in multiple historical time instances within the observation window are be used to predict the beam(s) in one or more future (or inference) time instance(s) within the prediction window. Therefore, at least within the prediction window, it is unnecessary for UE to perform beam reporting. However, without any further enhancements, one possible approach is that the NW needs to activate or deactivate beam reporting for each cycle before and after the prediction window, which would evidently result in significant signaling overhead. To address this issue, based on the observation window and prediction window, we can consider periodic beam report with discontinuous reception.
[bookmark: _Toc162427843][bookmark: _Toc162442300][bookmark: _Toc162594379][bookmark: _Toc162594584][bookmark: _Toc162594634][bookmark: _Toc162594827][bookmark: _Toc162596567][bookmark: _Toc162597628][bookmark: _Toc162598239][bookmark: _Toc162873545][bookmark: _Toc162939883][bookmark: _Toc162939939][bookmark: _Toc162939995][bookmark: _Toc162940052][bookmark: _Toc162941480][bookmark: _Toc163047758][bookmark: _Toc163050387][bookmark: _Toc163050619][bookmark: _Toc163050824][bookmark: _Toc163050901][bookmark: _Toc165875538][bookmark: _Toc165875603][bookmark: _Toc165875662][bookmark: _Toc165987474][bookmark: _Toc166164250][bookmark: _Toc166164748][bookmark: _Toc166164850]For BM-Case2, consider periodic beam report with discontinuous reception.
2.4.3. Model inference at UE side
[bookmark: OLE_LINK51]It is concluded in the last meeting [3] that for UE-sided model at least for BM Case-1, for the configuration of Set B and Set A, take the current CSI framework as the starting point. While NW can configure dedicated CSI ReportConfig for UE sided model inference and one CSI-ResourceConfigId is configured for Set B, it is still FFS how to provide associated Set A information. The Alt 1: one CSI-ResourceConfigId is configured for Set B and FFS: how UE can determine the information about set A seems covering all the methods provided by Alt 2 to Alt 4. If only considering model inference, Set A information can be provided with only IDs but no real physical resources configuration. However, if model training is considered, Set A may be configured as a resource set as the legacy CSI framework for the real measurement and report. From this perspective, separate CSI-ReportConfig for Set A and Set B are needed and a linkage is configured in CSI-ReportConfig for Set B to provide the Set A information.
[bookmark: _Toc165875539][bookmark: _Toc165875572][bookmark: _Toc165875631][bookmark: _Toc165987512][bookmark: _Toc166164216][bookmark: _Toc166164715][bookmark: _Toc166164817]For configuration of Set A, The Alt 1: one CSI-ResourceConfigId is configured for Set B and FFS: how UE can determine the information about set A covers all the methods provided by Alt 2 to Alt 4.
[bookmark: _Toc165875540][bookmark: _Toc165875604][bookmark: _Toc165875663][bookmark: _Toc165987475][bookmark: _Toc166164251][bookmark: _Toc166164749][bookmark: _Toc166164851]For configuration of Set A, separate CSI-ReportConfig for Set A and Set B are needed and a linkage is configured in CSI-ReportConfig for Set B to provide the Set A information.
If Set A resources are configured with one CSI-ResourceConfigId (Alt 2, Alt 3), or using separate resource set(s) other than that represented by CSI-ResourceConfigId (Alt 4), it means that the physical resources (time resource, frequency resource, sequence resource) are provided for Set A beams, which may not be used in model inference and can only be useful during other procedures e.g., model training. The configured resources for Set A are available for other channel/signal (e.g., PDSCH) during model inference.
[bookmark: _Toc165875541][bookmark: _Toc165875605][bookmark: _Toc165875664][bookmark: _Toc165987476][bookmark: _Toc166164252][bookmark: _Toc166164750][bookmark: _Toc166164852]The configured resources for Set A are available for other channel/signal (e.g., PDSCH) at least during model inference.
[bookmark: OLE_LINK124][bookmark: OLE_LINK125][bookmark: OLE_LINK114][bookmark: OLE_LINK115][bookmark: OLE_LINK122][bookmark: OLE_LINK123]In legacy spec, for reporting measured beams, the reported measured beam(s) are selected based on measured L1-RSRPs, e.g., UE may report top beam(s) with the largest L1-RSRP to NW, or based on UE selection. Similarly, for reporting predicted beams, some pre-defined rules are needed. In last meeting, it is FFS on the definition of predicted Top K beam(s). Specifically, for classification based model, the reported predicted beams can be selected based on probability of being Top 1 or Top K beam higher than a threshold, e.g., the pre-defined rule can be: a sum probability of being Top 1 or Top K beam higher than a threshold. For regression based model, the reported predicted beams can be selected based on predicted L1-RSRP, e.g., the pre-defined rule can be: predicted L1-RSRP higher than a threshold.
[bookmark: _Toc162427844][bookmark: _Toc162442301][bookmark: _Toc162594380][bookmark: _Toc162594585][bookmark: _Toc162594635][bookmark: _Toc162594828][bookmark: _Toc162596568][bookmark: _Toc162597629][bookmark: _Toc162598240][bookmark: _Toc162873546][bookmark: _Toc162939884][bookmark: _Toc162939940][bookmark: _Toc162939996][bookmark: _Toc162940053][bookmark: _Toc162941481][bookmark: _Toc163047759][bookmark: _Toc163050388][bookmark: _Toc163050620][bookmark: _Toc163050825][bookmark: _Toc163050902][bookmark: _Toc165875542][bookmark: _Toc165875606][bookmark: _Toc165875665][bookmark: _Toc165987477][bookmark: _Toc166164253][bookmark: _Toc166164751][bookmark: _Toc166164853][bookmark: OLE_LINK116][bookmark: OLE_LINK117]Support selecting Top-K beam(s) according to some pre-defined rules (e.g., a sum probability of being Top 1 or Top K beam higher than a threshold, predicted L1-RSRP higher than a threshold) as the reported predicted beams.
[bookmark: OLE_LINK118][bookmark: OLE_LINK119][bookmark: OLE_LINK120][bookmark: OLE_LINK121][bookmark: OLE_LINK128][bookmark: OLE_LINK129]For reporting measured beams, the value of K (i.e., the number of beams to report) is explicitly configured by NW, in other words, K is determined by NW. However, for reporting predicted beams, in some cases, the number of beams to report configured by NW may not be sufficient to find the real best beam. For instance, in AI/ML model output, when multiple predicted beams exhibit similar or close predicted L1-RSRPs or probabilities (of being Top 1 beam), theoretically, these beams all need to be reported to the NW, and then the real best beam needs to be discovered through further beam measurement and reporting. Furthermore, variations in model performance may also impact the value of K. For example, when model performance deteriorates, NW may require UE to report more predicted beams to search for the real best beam. Therefore, for model inference at UE side, the value of K (i.e., the number of predicted beams to report) should be determined and provided by to NW by UE. To provide the value of K, consideration may be given a flexible beam reporting mechanism, e.g., two parts, or it can be separately provided to NW by UE to assist NW in configuration of K.
[bookmark: _Toc162939885][bookmark: _Toc162939941][bookmark: _Toc162939997][bookmark: _Toc162427845][bookmark: _Toc162442302][bookmark: _Toc162594381][bookmark: _Toc162594586][bookmark: _Toc162594636][bookmark: _Toc162594829][bookmark: _Toc162596569][bookmark: _Toc162597630][bookmark: _Toc162598241][bookmark: _Toc162873547][bookmark: _Toc162939886][bookmark: _Toc162939942][bookmark: _Toc162939998][bookmark: _Toc162940054][bookmark: _Toc162941482][bookmark: _Toc163047760][bookmark: _Toc163050389][bookmark: _Toc163050621][bookmark: _Toc163050826][bookmark: _Toc163050903][bookmark: _Toc165875543][bookmark: _Toc165875607][bookmark: _Toc165875666][bookmark: _Toc165987478][bookmark: _Toc166164254][bookmark: _Toc166164752][bookmark: _Toc166164854][bookmark: OLE_LINK131][bookmark: OLE_LINK132]For BM-Case1 and BM-Case2, the value of K (i.e., the number of predicted beams to report) should be determined and provided to NW by UE.
[bookmark: OLE_LINK28]For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, the following two options are agreed to further study in the last meeting:
•	Option A: Predicted RSRP
[bookmark: OLE_LINK29][bookmark: OLE_LINK30]•	Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
[bookmark: OLE_LINK130][bookmark: OLE_LINK126][bookmark: OLE_LINK127][bookmark: OLE_LINK26][bookmark: OLE_LINK27][bookmark: OLE_LINK96][bookmark: OLE_LINK107]To our understanding, due to the possibility that Set B may be a subset of Set A, the predicted beam may simultaneously serves as a measured beam. For instance, for classification based model, the predicted Top-1 or Top K beam can be output by the AI/ML model. In this case, if the predicted beam is a measured beam, that is, it is one of the measured beams used as AI/ML model input, whether its corresponding measured L1-RSRP is reported may need to be considered. Otherwise, additional unnecessary beam measurement and reporting may be required to further obtain measured L1-RSRP of the predicted Top-1 or Top K beam. Therefore, Option B should be supported to avoid additional unnecessary beam measurement and reporting.
[bookmark: OLE_LINK43][bookmark: OLE_LINK44][bookmark: _Toc162427846][bookmark: _Toc162442303][bookmark: _Toc162594382][bookmark: _Toc162594587][bookmark: _Toc162594637][bookmark: _Toc162594830][bookmark: _Toc162596570][bookmark: _Toc162597631][bookmark: _Toc162598242][bookmark: _Toc162873548][bookmark: _Toc162939887][bookmark: _Toc162939943][bookmark: _Toc162939999][bookmark: _Toc162940055][bookmark: _Toc162941483][bookmark: _Toc163047761][bookmark: _Toc163050390][bookmark: _Toc163050622][bookmark: _Toc163050827][bookmark: _Toc163050904][bookmark: _Toc165875544][bookmark: _Toc165875608][bookmark: _Toc165875667][bookmark: _Toc165987479][bookmark: _Toc166164255][bookmark: _Toc166164753][bookmark: _Toc166164855][bookmark: OLE_LINK133]For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, Option B should be supported, i.e., Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement.
In addition, for the predicted RSRP, the assumed Tx power may need to be defined or provided. Since RSRP is reflecting the receive power, which is related to Tx power and may not be known if the value is obtained from prediction. For example, in the legacy CSI framework, powerControlOffsetSS is configured per resource and ss-PBCH-BlockPower is provide per cell, while for AI/ML BM cases, the set A resources may or may not be configured. The simplest solution is to mandate the same transmit power for all beams in Set B/Set A, however, the obvious issue of this approach is the loss of flexibility. Thus, some other methods may be needed, for example, for predicted RSRP, the Tx power is assumed based on the configured powerControlOffsetSS of the resource corresponding to the predicted beam if Set A resources are configured and the Tx power is assumed based on setting powerControlOffsetSS to 0 if Set A resources are not configured.
[bookmark: _Toc165875545][bookmark: _Toc165875609][bookmark: _Toc165875668][bookmark: _Toc165987480][bookmark: _Toc166164256][bookmark: _Toc166164754][bookmark: _Toc166164856]For predicted RSRP, the Tx power is assumed based on the configured powerControlOffsetSS of the resource corresponding to the predicted beam if Set A resources are configured and the Tx power is assumed based on setting powerControlOffsetSS to 0 if Set A resources are not configured.
Probability or confidence can reflect the model's uncertainty or certainty regarding the predicted results, which is crucial for assessing the reliability of prediction results. Specifically, for classification based model, UE reports probability for being Top 1 or Top K beam can assist NW in making reliable evaluations of the predicted beams reported by UE. Similarly, for regression based model, UE reports confidence associated with predicted L1-RSRPs can assist NW in making reliable evaluations of the predicted L1-RSRPs reported by UE.
[bookmark: OLE_LINK134][bookmark: OLE_LINK135]From our point of view, the probability (e.g., 95%, 90%, 80%, 60%) can be quantized or/and reported based on some pre-defined interval or threshold/criterion. For example, similar to report the measured L1-RSRP, the measured probability can be transformed into the reported probability by defining at least one specific probability interval/range. If UE does not explicitly report probability, it should be at least support incorporating probability as one of the determining factors when reporting predicted beams, especially for classification based model.
[bookmark: OLE_LINK139][bookmark: OLE_LINK140][bookmark: _Toc162873549][bookmark: _Toc162939888][bookmark: _Toc162939944][bookmark: _Toc162940000][bookmark: _Toc162940056][bookmark: _Toc162941484][bookmark: _Toc163047762][bookmark: _Toc163050391][bookmark: _Toc163050623][bookmark: _Toc163050828][bookmark: _Toc163050905][bookmark: _Toc165875546][bookmark: _Toc165875610][bookmark: _Toc165875669][bookmark: _Toc165987481][bookmark: _Toc166164257][bookmark: _Toc166164755][bookmark: _Toc166164857]Support UE to report probability(ies) of predicted Top K beam(s) based on some pre-defined interval or threshold/criterion. Otherwise, if the probability is not reported, the probability should be used as one of the determining factors when reporting predicted beams at least for classification model.
[bookmark: OLE_LINK137][bookmark: OLE_LINK138][bookmark: OLE_LINK136][bookmark: OLE_LINK144]To our understanding, the confidence information should be defined as a confidence interval or prediction interval associated with predicted L1-RSRPs at a specific confidence level (e.g., 95%). Specifically, the confidence interval or prediction interval is a range of predicted L1-RSRP, i.e., [lower bound, upper bound]. In fact, the confidence interval or prediction interval output by the AI/ML model is essentially obtained by adding & subtracting an interval error from the predicted L1-RSRP, e.g., lower bound = predicted L1-RSRP – interval error, upper bound = predicted L1-RSRP + interval error. This means that the confidence interval or prediction interval can be represented by the interval error. Therefore, reporting the confidence interval or prediction interval can be achieved by reporting the interval error.
[bookmark: _Toc162873550][bookmark: _Toc162939889][bookmark: _Toc162939945][bookmark: _Toc162940001][bookmark: _Toc162940057][bookmark: _Toc162941485][bookmark: _Toc163047763][bookmark: _Toc163050392][bookmark: _Toc163050624][bookmark: _Toc163050829][bookmark: _Toc163050906][bookmark: _Toc165875547][bookmark: _Toc165875611][bookmark: _Toc165875670][bookmark: _Toc165987482][bookmark: _Toc166164258][bookmark: _Toc166164756][bookmark: _Toc166164858]Support UE to report confidence information associated with the predicted L1-RSRPs, The confidence information should be defined as a confidence interval or prediction interval associated with predicted L1-RSRPs at a specific confidence level (e.g., 95%).
[bookmark: _Toc162939853][bookmark: _Toc162939909][bookmark: _Toc162939965][bookmark: _Toc162873516][bookmark: _Toc162939854][bookmark: _Toc162939910][bookmark: _Toc162939966][bookmark: _Toc162940023][bookmark: _Toc162941451][bookmark: _Toc163047729][bookmark: _Toc163050358][bookmark: _Toc163050590][bookmark: _Toc163050795][bookmark: _Toc163050872][bookmark: _Toc165875508][bookmark: _Toc165875573][bookmark: _Toc165875632][bookmark: _Toc165987513][bookmark: _Toc166164217][bookmark: _Toc166164716][bookmark: _Toc166164818]The confidence interval or prediction interval output by the AI/ML model is essentially obtained by adding & subtracting an interval error from the predicted L1-RSRP, which means that the confidence interval or prediction interval can be represented by the interval error.
2.5. Performance Monitoring
[bookmark: OLE_LINK9]Performance monitoring can be performed periodically, or be triggered by NW or be initiated by UE. To reduce the complexity, it is reasonable to support NW triggered performance monitoring. Moreover, as mentioned in section of data collection, at least for performance monitoring for NW-side model, data collection based on the existing CSI report framework may be advantageous. At least for UE-side model, UE could obtain more timely information and therefore UE initiated performance monitoring is preferred.
[bookmark: _Toc162427848][bookmark: _Toc162442305][bookmark: _Toc162594384][bookmark: _Toc162594589][bookmark: _Toc162594639][bookmark: _Toc162594832][bookmark: _Toc162596572][bookmark: _Toc162597633][bookmark: _Toc162598244][bookmark: _Toc162873551][bookmark: _Toc162939890][bookmark: _Toc162939946][bookmark: _Toc162940002][bookmark: _Toc162940058][bookmark: _Toc162941486][bookmark: _Toc163047764][bookmark: _Toc163050393][bookmark: _Toc163050625][bookmark: _Toc163050830][bookmark: _Toc163050907][bookmark: _Toc165875548][bookmark: _Toc165875612][bookmark: _Toc165875671][bookmark: _Toc165987483][bookmark: _Toc166164259][bookmark: _Toc166164757][bookmark: _Toc166164859]Support NW triggered performance monitoring. At least for UE-side model, support UE initiated performance monitoring.
From the system perspective, only when physical layer problem is detected, NW or UE needs to investigate if the cause of the problem is the bad performance of AI/ML model inference. At least for UE-side monitoring, legacy procedures like BFD, RLM to detect physical layer problem can be used as the triggering condition of AI/ML model performance monitoring. For example, if the MAC entity received a (or N consecutive) beam failure instance indication(s) or an (or N consecutive) out-of-sync indication(s), it may trigger the AI/ML performance monitoring procedure. 
[bookmark: _Toc162427296][bookmark: _Toc162427513][bookmark: _Toc162427818][bookmark: _Toc162442275][bookmark: _Toc162594353][bookmark: _Toc162594558][bookmark: _Toc162594801][bookmark: _Toc162596539][bookmark: _Toc162597600][bookmark: _Toc162598211][bookmark: _Toc162873517][bookmark: _Toc162939855][bookmark: _Toc162939911][bookmark: _Toc162939967][bookmark: _Toc162940024][bookmark: _Toc162941452][bookmark: _Toc163047730][bookmark: _Toc163050359][bookmark: _Toc163050591][bookmark: _Toc163050796][bookmark: _Toc163050873][bookmark: _Toc165875509][bookmark: _Toc165875574][bookmark: _Toc165875633][bookmark: _Toc165987514][bookmark: _Toc166164218][bookmark: _Toc166164717][bookmark: _Toc166164819][bookmark: OLE_LINK141][bookmark: OLE_LINK142][bookmark: OLE_LINK143][bookmark: _Toc162594608]For both BM-Case1 and BM-Case2, performance monitoring is only needed when the legacy procedures like BFD, RLM detected a physical layer problem.
[bookmark: _Toc162427849][bookmark: _Toc162442306][bookmark: _Toc162594385][bookmark: _Toc162594590][bookmark: _Toc162594640][bookmark: _Toc162594833][bookmark: _Toc162596573][bookmark: _Toc162597634][bookmark: _Toc162598245][bookmark: _Toc162873552][bookmark: _Toc162939891][bookmark: _Toc162939947][bookmark: _Toc162940003][bookmark: _Toc162940059][bookmark: _Toc162941487][bookmark: _Toc163047765][bookmark: _Toc163050394][bookmark: _Toc163050626][bookmark: _Toc163050831][bookmark: _Toc163050908][bookmark: _Toc165875549][bookmark: _Toc165875613][bookmark: _Toc165875672][bookmark: _Toc165987484][bookmark: _Toc166164260][bookmark: _Toc166164758][bookmark: _Toc166164860]Support UE to initiate performance monitoring of current AI/ML model if beam failure instance indication or out-of-sync indication is received.
[bookmark: OLE_LINK37][bookmark: OLE_LINK39]If the current AI/ML model cannot reach the performance requirement and there are other AI/ML models available (may be no activated yet), it may be worth trying other models before fallback to non-AI operations. At least for UE sided model and UE side performance monitoring, UE could activate (the inactive) candidate models and initiate performance monitoring of the candidate models before model switching. If none of AI/ML models can provide satisfactory performance, fallback maybe inevitable. Additionally, according to TR [1], model selection requires selecting one AI/ML mode as the current used AI/ML model from multiple AI/ML models with the same functionality, which means that the performance of these AI/ML models need to be fully evaluated before model selection. Therefore, performance monitoring of candidate models should be performed before model switching or selection. Furthermore, in order to reduce the latency of model switching or model selection, simultaneous performance monitoring for multiple candidate models should be supported.
[bookmark: _Toc162427850][bookmark: _Toc162442307][bookmark: _Toc162594386][bookmark: _Toc162594591][bookmark: _Toc162594641][bookmark: _Toc162594834][bookmark: _Toc162596574][bookmark: _Toc162597635][bookmark: _Toc162598246][bookmark: _Toc162873553][bookmark: _Toc162939892][bookmark: _Toc162939948][bookmark: _Toc162940004][bookmark: _Toc162940060][bookmark: _Toc162941488][bookmark: _Toc163047766][bookmark: _Toc163050395][bookmark: _Toc163050627][bookmark: _Toc163050832][bookmark: _Toc163050909][bookmark: _Toc165875550][bookmark: _Toc165875614][bookmark: _Toc165875673][bookmark: _Toc165987485][bookmark: _Toc166164261][bookmark: _Toc166164759][bookmark: _Toc166164861]Support UE to activate candidate models and to initiate performance monitoring of candidate models before model switching or model selection.
[bookmark: _Toc162427851][bookmark: _Toc162442308][bookmark: _Toc162594387][bookmark: _Toc162594592][bookmark: _Toc162594642][bookmark: _Toc162594835][bookmark: _Toc162596575][bookmark: _Toc162597636][bookmark: _Toc162598247][bookmark: _Toc162873554][bookmark: _Toc162939893][bookmark: _Toc162939949][bookmark: _Toc162940005][bookmark: _Toc162940061][bookmark: _Toc162941489][bookmark: _Toc163047767][bookmark: _Toc163050396][bookmark: _Toc163050628][bookmark: _Toc163050833][bookmark: _Toc163050910][bookmark: _Toc165875551][bookmark: _Toc165875615][bookmark: _Toc165875674][bookmark: _Toc165987486][bookmark: _Toc166164262][bookmark: _Toc166164760][bookmark: _Toc166164862]Study simultaneous performance monitoring for multiple candidate models.
At least for BM-Case2, if performance monitoring metric requires the comparison between the ground truth and the predicted value, when performance monitoring is triggered,
· Historical measurement results as model inputs are required to infer the predicted values,
· Measurement results corresponding to the future time instances are required to obtain the ground truth values.
[bookmark: OLE_LINK10]Therefore, proper NW configurations are needed to provide at least the resources for historical measurements as model input and for the ground truth measurements in future time instances. If NW sided model inference or NW side monitoring is applied, then the related report configurations are also needed. 
[bookmark: _Toc162427852][bookmark: _Toc162442309][bookmark: _Toc162594388][bookmark: _Toc162594593][bookmark: _Toc162594643][bookmark: _Toc162594836][bookmark: _Toc162596576][bookmark: _Toc162597637][bookmark: _Toc162598248][bookmark: _Toc162873555][bookmark: _Toc162939894][bookmark: _Toc162939950][bookmark: _Toc162940006][bookmark: _Toc162940062][bookmark: _Toc162941490][bookmark: _Toc163047768][bookmark: _Toc163050397][bookmark: _Toc163050629][bookmark: _Toc163050834][bookmark: _Toc163050911][bookmark: _Toc165875552][bookmark: _Toc165875616][bookmark: _Toc165875675][bookmark: _Toc165987487][bookmark: _Toc166164263][bookmark: _Toc166164761][bookmark: _Toc166164863]At least for BM-Case2 performance monitoring, study the method to configure the associated measurement and report resources for obtaining the ground truth in future time instances, and the method to configure the associated measurement and report resources for obtaining the historical measurement results as model input.
[bookmark: OLE_LINK22][bookmark: OLE_LINK25]Although the performance metric derived from input/output data distribution may not directly reflect the model or system performance, they do indeed indicate that the current field data is unfamiliar or mismatched with the current model to a certain extent. Thus, the performance metric derived from input/output data distribution can indirectly reflect the inference performance of the model in the current environment. Moreover, monitoring based on data distribution can accurately identify which beams suffer from inaccurate predictions. Particularly, issues related to degraded performance caused by inaccurate predictions of partial beams indicate that hasty disabling the model/functionality or model update for the entire model are evidently unnecessary. Therefore, regardless of whether other monitoring methods are adopted, monitoring based on data distribution is deemed necessary.
[bookmark: _Toc162427297][bookmark: _Toc162427514][bookmark: _Toc162427819][bookmark: _Toc162442276][bookmark: _Toc162594354][bookmark: _Toc162594559][bookmark: _Toc162594609][bookmark: _Toc162594802][bookmark: _Toc162596540][bookmark: _Toc162597601][bookmark: _Toc162598212][bookmark: _Toc162873518][bookmark: _Toc162939856][bookmark: _Toc162939912][bookmark: _Toc162939968][bookmark: _Toc162940025][bookmark: _Toc162941453][bookmark: _Toc163047731][bookmark: _Toc163050360][bookmark: _Toc163050592][bookmark: _Toc163050797][bookmark: _Toc163050874][bookmark: _Toc165875510][bookmark: _Toc165875575][bookmark: _Toc165875634][bookmark: _Toc165987515][bookmark: _Toc166164219][bookmark: _Toc166164718][bookmark: _Toc166164820]Monitoring based on data distribution can accurately identify which (part of) beams suffer from inaccurate predictions, which is crucial for determining whether to disable the model/functionality and for reasonable model update.
[bookmark: _Toc162427853][bookmark: _Toc162442310][bookmark: _Toc162594389][bookmark: _Toc162594594][bookmark: _Toc162594644][bookmark: _Toc162594837][bookmark: _Toc162596577][bookmark: _Toc162597638][bookmark: _Toc162598249][bookmark: _Toc162873556][bookmark: _Toc162939895][bookmark: _Toc162939951][bookmark: _Toc162940007][bookmark: _Toc162940063][bookmark: _Toc162941491][bookmark: _Toc163047769][bookmark: _Toc163050398][bookmark: _Toc163050630][bookmark: _Toc163050835][bookmark: _Toc163050912][bookmark: _Toc165875553][bookmark: _Toc165875617][bookmark: _Toc165875676][bookmark: _Toc165987488][bookmark: _Toc166164264][bookmark: _Toc166164762][bookmark: _Toc166164864]Monitoring based on data distribution should be supported.
To perform performance monitoring, the NW needs to configure a set of RS resources as monitoring RS resources to UE and UE will measure and report back to the NW. The TR[1] presents two approaches for Type 1 performance monitoring of UE-side models: Option 1, NW-side performance monitoring and Option 2, UE-assisted performance monitoring. Option 1 centralizes the computation and analysis of performance metrics on the NW side, making management easier but increasing the signalling of report. Conversely, Option 2 utilizes the computational capabilities of UE for the initial calculation of performance metrics, effectively reducing the overhead. However, this approach may result in variations in performance calculation and reporting among difference UEs, affecting management consistency at the NW side. Additionally, it may require more extensive signaling related the performance metric between the NW and the UE, for example, NW may indicate UE which the performance metric is preferred. Given these advantages and disadvantages, thoughtful consideration of these two methods is essential. Moreover, for the monitoring RS resources, configuring the whole Set A for UE may result in excessive signaling overhead. Also, in some scenarios, it is not necessary to configure the whole Set A. Therefore, adopting a strategy that involves configuring a subset of Set A might be needed, including how to identify and select the beams for efficient performance monitoring.
[bookmark: _Toc162866447][bookmark: _Toc162873557][bookmark: _Toc162939896][bookmark: _Toc162939952][bookmark: _Toc162940008][bookmark: _Toc162940064][bookmark: _Toc162941492][bookmark: _Toc163047770][bookmark: _Toc163050399][bookmark: _Toc163050631][bookmark: _Toc163050836][bookmark: _Toc163050913][bookmark: _Toc165875554][bookmark: _Toc165875618][bookmark: _Toc165875677][bookmark: _Toc165987489][bookmark: _Toc166164265][bookmark: _Toc166164763][bookmark: _Toc166164865]For Type 1 performance monitoring of UE side model, it is necessary to study the details of procedure for both Option 1 and Option 2.
[bookmark: _Toc165875555][bookmark: _Toc165875619][bookmark: _Toc165875678][bookmark: _Toc165987490][bookmark: _Toc166164266][bookmark: _Toc166164764][bookmark: _Toc166164866]It might be necessary to consider selecting a subset of Set A as the monitoring RS resource set.
2.6. Management
For model management, an important point to consider and discuss is how the overall beam prediction framework co-work with carrier aggregation and bandwidth part functionality. For carrier aggregation where cells are operating in different RF bands (e.g. one cell in FR1 and other cell in FR2), whether multiple beam prediction models can run simultaneously at UE corresponding to different RF bands? If yes, then how does UE indicate its capability on how many models can be simultaneously run? Furthermore, in this case, the signalling for management of the model (e.g. activation/deactivation) needs to consider this association of AI/ML model with the appropriate serving cell or RF band. 
[bookmark: _Toc162427298][bookmark: _Toc162427515][bookmark: _Toc162427820][bookmark: _Toc162442277][bookmark: _Toc162594355][bookmark: _Toc162594560][bookmark: _Toc162594610][bookmark: _Toc162594803][bookmark: _Toc162596541][bookmark: _Toc162597602][bookmark: _Toc162598213][bookmark: _Toc162873519][bookmark: _Toc162939857][bookmark: _Toc162939913][bookmark: _Toc162939969][bookmark: _Toc162940026][bookmark: _Toc162941454][bookmark: _Toc163047732][bookmark: _Toc163050361][bookmark: _Toc163050593][bookmark: _Toc163050798][bookmark: _Toc163050875][bookmark: _Toc165875511][bookmark: _Toc165875576][bookmark: _Toc165875635][bookmark: _Toc165987516][bookmark: _Toc166164220][bookmark: _Toc166164719][bookmark: _Toc166164821]Multiple beam prediction models may run simultaneously at UE corresponding to different RF bands in CA.
When we consider the bandwidth part functionality, there can be a single model which can run for different bandwidth parts of a serving cell as all bandwidth parts share the same set of beams. However, there would still be a need to provide BWP specific configuration parameters for beam prediction. For instance, when UE switches from one BWP to another, the Set B association may not be applicable anymore as reference signals configurations are provided per BWP. This creates the need to have some of the beam prediction configuration (like Set B association to RS resources) to be BWP specific.
Although the signalling framework for the above issues may ultimately be designed by RAN2, but RAN1 still needs to provide relevant guidelines to RAN2 to allow developing such framework and hence further discussions are necessary on this topic.
[bookmark: _Toc162427299][bookmark: _Toc162427516][bookmark: _Toc162427821][bookmark: _Toc162442278][bookmark: _Toc162594356][bookmark: _Toc162594561][bookmark: _Toc162594611][bookmark: _Toc162594804][bookmark: _Toc162596542][bookmark: _Toc162597603][bookmark: _Toc162598214][bookmark: _Toc162873520][bookmark: _Toc162939858][bookmark: _Toc162939914][bookmark: _Toc162939970][bookmark: _Toc162940027][bookmark: _Toc162941455][bookmark: _Toc163047733][bookmark: _Toc163050362][bookmark: _Toc163050594][bookmark: _Toc163050799][bookmark: _Toc163050876][bookmark: _Toc165875512][bookmark: _Toc165875577][bookmark: _Toc165875636][bookmark: _Toc165987517][bookmark: _Toc166164221][bookmark: _Toc166164720][bookmark: _Toc166164822]Some of the beam prediction configuration parameters may be BWP specific when UE is configured with multiple BWPs
[bookmark: _Toc162427854][bookmark: _Toc162442311][bookmark: _Toc162594390][bookmark: _Toc162594595][bookmark: _Toc162594645][bookmark: _Toc162594838][bookmark: _Toc162596578][bookmark: _Toc162597639][bookmark: _Toc162598250][bookmark: _Toc162873558][bookmark: _Toc162939897][bookmark: _Toc162939953][bookmark: _Toc162940009][bookmark: _Toc162940065][bookmark: _Toc162941493][bookmark: _Toc163047771][bookmark: _Toc163050400][bookmark: _Toc163050632][bookmark: _Toc163050837][bookmark: _Toc163050914][bookmark: _Toc165875556][bookmark: _Toc165875620][bookmark: _Toc165875679][bookmark: _Toc165987491][bookmark: _Toc166164267][bookmark: _Toc166164765][bookmark: _Toc166164867]RAN1 to discuss the impact of CA and BWP operation on the beam prediction framework.
As discussed in the last section, if none of AI/ML models can provide satisfactory performance, fallback to non-AI operations maybe inevitable. For BM related sub use cases, the non-AI operation may be the NW configured/triggered beam report introduced in previous releases, and all supported beam report methods require proper NW configurations. It may be too late for the NW to configure legacy beam report via RRC reconfiguration after determining that none of AI/ML model can work properly, therefore the legacy beam report may be configured simultaneously with the AI/ML based BM-Case1 and/or BM-Case2. For example, the association between the measurement/report configuration IDs of the legacy BM and the AI/ML based BM can be explicitly configured.
[bookmark: _Toc162427300][bookmark: _Toc162427517][bookmark: _Toc162427822][bookmark: _Toc162442279][bookmark: _Toc162594357][bookmark: _Toc162594562][bookmark: _Toc162594612][bookmark: _Toc162594805][bookmark: _Toc162596543][bookmark: _Toc162597604][bookmark: _Toc162598215][bookmark: _Toc162873521][bookmark: _Toc162939859][bookmark: _Toc162939915][bookmark: _Toc162939971][bookmark: _Toc162940028][bookmark: _Toc162941456][bookmark: _Toc163047734][bookmark: _Toc163050363][bookmark: _Toc163050595][bookmark: _Toc163050800][bookmark: _Toc163050877][bookmark: _Toc165875513][bookmark: _Toc165875578][bookmark: _Toc165875637][bookmark: _Toc165987518][bookmark: _Toc166164222][bookmark: _Toc166164721][bookmark: _Toc166164823]If legacy BM is configured simultaneously with the AI/ML based BM, the fallback can be determined by the legacy BM.
[bookmark: _Toc162427855][bookmark: _Toc162442312][bookmark: _Toc162594391][bookmark: _Toc162594596][bookmark: _Toc162594646][bookmark: _Toc162594839][bookmark: _Toc162596579][bookmark: _Toc162597640][bookmark: _Toc162598251][bookmark: _Toc162873559][bookmark: _Toc162939898][bookmark: _Toc162939954][bookmark: _Toc162940010][bookmark: _Toc162940066][bookmark: _Toc162941494][bookmark: _Toc163047772][bookmark: _Toc163050401][bookmark: _Toc163050633][bookmark: _Toc163050838][bookmark: _Toc163050915][bookmark: _Toc165875557][bookmark: _Toc165875621][bookmark: _Toc165875680][bookmark: _Toc165987492][bookmark: _Toc166164268][bookmark: _Toc166164766][bookmark: _Toc166164868]Support to provide associated legacy BM configuration together with the configuration of AI/ML based BM.

3. Discussion on Impacts of AI/ML on Beam Management
The introduction of AI/ML to enhance beam management would inevitably impact those legacy signalling and procedures, for example, on beam measure measurement and report, beam indication and beam failure recovery. In this section, the discussion is on the possible enhancements making full use of the predicted beam obtained by AI/ML model inference.
3.1. Necessary enhancements on beam indication
It is agreed in the last meeting that for NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework and FFS on whether/how potential enhancement is needed. Since the legacy TCI framework is providing a QCL relationship between one or two downlink reference signals and the target (ports) of channels/signals (e.g., DM-RS ports of the PDSCH/PDCCH or the CSI-RS port(s) of a CSI-RS resource), with either spatial-domain or temporal beam prediction, when the predicated beam is obtained, there may be no actually measured reference signals, TCI framework needs to be extended to provide beam indication based on the prediction for DL/UL channels/signals. 
[bookmark: OLE_LINK46][bookmark: OLE_LINK47][bookmark: _Toc162427856][bookmark: _Toc162442313][bookmark: _Toc162594392][bookmark: _Toc162594597][bookmark: _Toc162594647][bookmark: _Toc162594840][bookmark: _Toc162596544][bookmark: _Toc162597605][bookmark: _Toc162598216][bookmark: _Toc162873522][bookmark: _Toc162939860][bookmark: _Toc162939916][bookmark: _Toc162939972][bookmark: _Toc162940029][bookmark: _Toc162941457][bookmark: _Toc163047735][bookmark: _Toc163050364][bookmark: _Toc163050596][bookmark: _Toc163050801][bookmark: _Toc163050878][bookmark: _Toc165875514][bookmark: _Toc165875579][bookmark: _Toc165875638][bookmark: _Toc165987519][bookmark: _Toc166164223][bookmark: _Toc166164722][bookmark: _Toc166164824]Legacy TCI framework needs to be enhanced to indicate the predicted beam(s) since there may be no actually measured QCL reference signals.
As discussed above, one of the key problems to be solved is which reference signal needs to be configured in the TCI state. The problem becomes tricky if the predicted beam is not in the Set B. One possible solution is that NW configures the reference signal in associated Set A which represents the predicted beam as the QCL reference signal in the TCI state. However, there are still open issues, for example, it may need RRC reconfiguration, which is time consuming and causes significant signalling overhead. 
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For BM-Case2, regardless of whether based on UE-side model or NW-side model, NW possesses foresight of predictive beam(s) at one or multiple future time instance(s). Consequently, to reduce unnecessary signaling overhead of beam indication, we should extent the legacy TCI framework to support to use one MAC CE or DCI to activate/indicate multiple (future) TCI states. Furthermore, the time period (i.e., beam application/dwelling time) corresponding to each (future) TCI state can be indicated.
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Meanwhile, if the QCL reference signal(s) contained in an indicated TCI state is not measured or reported, according to current spec, it is an unknown TCI state. In this case, if a TCI state refers to the predicted beam which is not in the measured Set B, it might be an unknown TCI state and a longer time duration is required for UE to determine suitable Rx beam. In this case, network would configure/activate UE to measure the top-1 (or top-K) predicted beam(s) to allow UE to identify the suitable Rx beam for the predicted beam(s). However, this procedure results in extra overhead and delay where UE measures on the predicted beam(s) before actual data transmission which may somewhat diminish the benefits of the AI/ML operation.
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It is possible that above mentioned procedure (i.e. additional measurements of predicted beams) can be eliminated for the case when UE has the capability to predict beam pair (both Rx and Tx beam) rather than only Tx beam. Note that even for the case of beam pair prediction, UE may report only best DL Tx beams to the network and the predicted Rx beam may only be used for UE’s internal consumption. When UE is aware of the best Rx beam for a predicted Tx beam then this additional step of UE measuring predicted beam can be avoided and improve the overall system performance. However, for network to optimise this procedure, the gNB needs to be aware of the UE capability whether UE can perform only Tx beam prediction or beam pair prediction.
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3.2. Necessary enhancements on beam failure recovery
Beam failure recovery has been introduced to combat the FR2 blockage issue. It has some major steps such as beam failure detection, candidate beam identification, beam failure recovery request and the NW’s response to the request. With AI/ML model inference at NW side, it is possible to have a timelier beam switching, which may depends on NW implementation and needs less specification efforts. With AI/ML model inference at UE side, however, at least the following enhancements can be expected.
· For beam failure detection: at least with BM-Case 2, it is possible to have predicted beam quality of the BFD-RS, which may be used to trigger early switching or to avoid false alarm of BFD. However, some problems still require further investigations, for example, the legacy threshold is a hypothetical PDCCH BLER, which may not be the typical model output (the widely discussed metric may be L1-RSRP).
· For new beam identification: for both BM-Case1 and BM-Case2, it is possible to have a predicted beam not in the configured candidate beam set, which may be used to reduce the time and complexity required to find the new beam (q_new) after BFD.
[bookmark: _Toc162427303][bookmark: _Toc162427520][bookmark: _Toc162427825][bookmark: _Toc162442282][bookmark: _Toc162594360][bookmark: _Toc162594565][bookmark: _Toc162594615][bookmark: _Toc162594808][bookmark: _Toc162596548][bookmark: _Toc162597609][bookmark: _Toc162598220][bookmark: _Toc162873526][bookmark: _Toc162939864][bookmark: _Toc162939920][bookmark: _Toc162939976][bookmark: _Toc162940033][bookmark: _Toc162941461][bookmark: _Toc163047739][bookmark: _Toc163050368][bookmark: _Toc163050600][bookmark: _Toc163050805][bookmark: _Toc163050882][bookmark: _Toc165875518][bookmark: _Toc165875583][bookmark: _Toc165875642][bookmark: _Toc165987522][bookmark: _Toc166164227][bookmark: _Toc166164725][bookmark: _Toc166164827]Either spatial-domain beam prediction or time-domain beam prediction can improve BFD and BFR.
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4. [bookmark: _GoBack]Conclusion
In this contribution, we provided our views on Rel-19 AI/ML for air-interface work on beam management enhancement use case, and we have the following observations and proposals:
Observation 1:	Functionality identification is not able to reflect different additional conditions.
Observation 2:	The timing information of Set B measurements and Set A predictions is crucial for UE to determine the model to be used for inference.
Observation 3:	For model testing and performance monitoring for NW-side model, if there isn't a substantial need for vast amounts of field data, leveraging the existing CSI report framework to report measured L1-RSRP may be advantageous.
Observation 4:	The max number of reported beam in one report should be not less than the number of resources in the Set B, and it is related to the number of historical time instances allowed in one report.
Observation 5:	For configuration of Set A, The Alt 1: one CSI-ResourceConfigId is configured for Set B and FFS: how UE can determine the information about set A covers all the methods provided by Alt 2 to Alt 4.
Observation 6:	The confidence interval or prediction interval output by the AI/ML model is essentially obtained by adding & subtracting an interval error from the predicted L1-RSRP, which means that the confidence interval or prediction interval can be represented by the interval error.
Observation 7:	For both BM-Case1 and BM-Case2, performance monitoring is only needed when the legacy procedures like BFD, RLM detected a physical layer problem.
Observation 8:	Monitoring based on data distribution can accurately identify which (part of) beams suffer from inaccurate predictions, which is crucial for determining whether to disable the model/functionality and for reasonable model update.
Observation 9:	Multiple beam prediction models may run simultaneously at UE corresponding to different RF bands in CA.
Observation 10:	Some of the beam prediction configuration parameters may be BWP specific when UE is configured with multiple BWPs
Observation 11:	If legacy BM is configured simultaneously with the AI/ML based BM, the fallback can be determined by the legacy BM.
Observation 12:	Legacy TCI framework needs to be enhanced to indicate the predicted beam(s) since there may be no actually measured QCL reference signals.
Observation 13:	Additional measurements of Top-K UE predicted beams can be performed to allow UE to determine the suitable Rx beam for the predicted beams. However, this operation results in higher signaling overhead and diminishing the AI/ML benefits.
Observation 14:	If UE has the capability to predict Tx-Rx beam pair, then additional procedure of measuring Top-1 UE predicted beams can be avoided.
Observation 15:	Either spatial-domain beam prediction or time-domain beam prediction can improve BFD and BFR.

Proposal 1:	Support to clarify the granularity of functionality (or an AI/ML-enabled Feature/FG) before discussing functionality based LCM for beam management use case.
Proposal 2:	In addition to information of beams in Set A and Set B, the timing information of Set B measurements and Set A prediction occurrences should be specified as conditions for BM-Case1 and BM-Case2.
Proposal 3:	Support associated ID for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B.
−	Associated ID shall at least indicate the site/cell specific variables used for model training like antenna configuration.
Proposal 4:	Support a reference beam pattern to ensure the consistency.
Proposal 5:	Support a calibration procedure to ensure the consistency.
Proposal 6:	Support to configure the association between CSI-RS in AI/ML model training phase, CSI-RS in AI/ML model inference phase, as well as CSI-RS in AI/ML performance monitoring phase.
Proposal 7:	For triggering/initiating data collection at UE side for UE-side AI/ML model,
−	Option 1: data collection initiated/triggered by configuration from NW is preferred, and
−	Option 2: request from UE for data collection can serve as a supplementary.
Moreover, Option 2 may need additional clarification on the steps that follow after request initiated by the UE.
Proposal 8:	For avoiding the proprietary/privacy issue, study to provide the assistance information (e.g., angle related information, channel estimation based information) implicitly from one side to the other side.
Proposal 9:	For report content for NW-side model training, Option 2 and Option 3 should be supported.
−	Opt 2: L1-RSRPs and beam index of Top M beam of resource set(s) for Set A
−	Opt 3: All L1-RSRPs of a resource set (without beam information or with best beam index (for differential L1-RSRP reporting))
Proposal 10:	Support sub configuration of CSI report for AI/ML, each sub configuration may correspond to a different model or a different AI/ML LCM stage requiring data collection.
Proposal 11:	If the AI/ML based CSI report is introduced, define the priority rule at least in following cases:
−	Non-AI/ML based CSI report vs. AI/ML based CSI report
−	AI/ML based CSI report vs. AI/ML based CSI report
Proposal 12:	For overhead reduction, support omitting at least part of CRI/SSBRI information.
Proposal 13:	For overhead reduction for BM-Case2, support a larger RSRP quantization step size for the historical results obtained earlier, e.g., with a longer time from measurement to model inference.
Proposal 14:	For a varying Set B selected from a set of pre-configured Set B patterns, indication related to the selected Set B needs to be reported. For a varying Set B that is a subset of measured beams Set C, criterions/thresholds for determining the Set B need to be defined.
Proposal 15:	For BM-Case2, consider periodic beam report with discontinuous reception.
Proposal 16:	For configuration of Set A, separate CSI-ReportConfig for Set A and Set B are needed and a linkage is configured in CSI-ReportConfig for Set B to provide the Set A information.
Proposal 17:	The configured resources for Set A are available for other channel/signal (e.g., PDSCH) at least during model inference.
Proposal 18:	Support selecting Top-K beam(s) according to some pre-defined rules (e.g., a sum probability of being Top 1 or Top K beam higher than a threshold, predicted L1-RSRP higher than a threshold) as the reported predicted beams.
Proposal 19:	For BM-Case1 and BM-Case2, the value of K (i.e., the number of predicted beams to report) should be determined and provided to NW by UE.
Proposal 20:	For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, Option B should be supported, i.e., Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement.
Proposal 21:	For predicted RSRP, the Tx power is assumed based on the configured powerControlOffsetSS of the resource corresponding to the predicted beam if Set A resources are configured and the Tx power is assumed based on setting powerControlOffsetSS to 0 if Set A resources are not configured.
Proposal 22:	Support UE to report probability(ies) of predicted Top K beam(s) based on some pre-defined interval or threshold/criterion. Otherwise, if the probability is not reported, the probability should be used as one of the determining factors when reporting predicted beams at least for classification model.
Proposal 23:	Support UE to report confidence information associated with the predicted L1-RSRPs, The confidence information should be defined as a confidence interval or prediction interval associated with predicted L1-RSRPs at a specific confidence level (e.g., 95%).
Proposal 24:	Support NW triggered performance monitoring. At least for UE-side model, support UE initiated performance monitoring.
Proposal 25:	Support UE to initiate performance monitoring of current AI/ML model if beam failure instance indication or out-of-sync indication is received.
Proposal 26:	Support UE to activate candidate models and to initiate performance monitoring of candidate models before model switching or model selection.
Proposal 27:	Study simultaneous performance monitoring for multiple candidate models.
Proposal 28:	At least for BM-Case2 performance monitoring, study the method to configure the associated measurement and report resources for obtaining the ground truth in future time instances, and the method to configure the associated measurement and report resources for obtaining the historical measurement results as model input.
Proposal 29:	Monitoring based on data distribution should be supported.
Proposal 30:	For Type 1 performance monitoring of UE side model, it is necessary to study the details of procedure for both Option 1 and Option 2.
Proposal 31:	It might be necessary to consider selecting a subset of Set A as the monitoring RS resource set.
Proposal 32:	RAN1 to discuss the impact of CA and BWP operation on the beam prediction framework.
Proposal 33:	Support to provide associated legacy BM configuration together with the configuration of AI/ML based BM.
Proposal 34:	To enhance unified TCI state to indicate the predicted beam, support to configure RS in associated Set A as the QCL reference signal in the TCI state.
Proposal 35:	For BM-Case 2, support to use one MAC CE or DCI to activate/indicate multiple (future) TCI states, and corresponding time period.
Proposal 36:	Discuss how to reduce the signaling overhead of UE performing measurements of predicted beams to determine the suitable Rx beam.
Proposal 37:	At least for BM-Case 2, support beam failure detection based on time-domain prediction.
Proposal 38:	Support predicted beam as the newly identified beam q_new.
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