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Introduction
In RAN-102 meeting, the WI on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1] was approved. The objective on beam management can be seen as below: 
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2
This contribution focus on the discussion of specification impacts of AI/ML for beam management.  
Functionality/model identification for UE side model 
During the discussion in SI phase, condition and additional condition was introduced and discussed for functionality and model identification (Figure 1). Functionality refers to an AI/ML enabled Feature/FG enabled by configuration(s), where configuration(s) is (are) supported based on conditions indicated by UE capability. A model can be identified by configuration/condition associated with UE capability and additional conditions. In this section, we will provide our views on conditions for functionality identification and additional conditions for model identification.
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Figure 1, Condition and additional condition
Conditions for functionality identification
As noted above, functionality refers to an AI/ML enabled Feature/FG enabled by configuration(s), where configuration(s) is (are) supported based on conditions indicated by UE capability. For AI/ML enabled beam management, both BM case 1 and BM case 2 are approved for WI phase. BM case 1 focus on beam prediction in spatial domain, while BM case 2 focus on beam management in time domain.
While in spatial domain, the principle can be seen in Figure 2. It means that UE only measures a subset of beams for input to the AI/ML model, and obtain quality of all beams or only the ID of the Top-K beams by the output of the AI model. Thus the reference signal overhead, the measurement complexity and latency can be reduced. 
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Figure 2, Principle of AI based beam prediction in spatial domain
While in time domain, the principle can be seen in Figure 3. It means that the best beam at the future time T+m can be predicted by AI/ML model based on the measurement results of more than one history measurement time instance. And the measurement results of the history time instance may include the L1-RSRP of beams in set B in last N history measurement instance. The number of predicted future time instance can be at least one. Thus it is unnecessary to transmit the reference signals in future time instance. So the reference signal overhead and beam selection latency can be reduced by AI/ML model based beam prediction in time domain.
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Figure 3, Principle of AI based beam prediction in time domain
As for functionality identification, it was agreed that UE indicates supported functionality(ies) for a given sub-use-case. For the sub use case of AI based beam management, BM Case 1 and BM Case 2 can be considered as different feature/FG, Since the model input, output and the model structure are very different between BM Case 1 and BM Case 2. In our opinion, it is better to consider BM case 1 and BM case 2 as different conditions for different functionality by UE capability report. 
Proposal 2-1: BM Case 1 and BM Case 2 can be considered as different conditions for different functionalities.
And for each one of BM case 1 and BM case 2, UE indicates the supported functionalities. For example, for BM case 1, UE indicates supported functionalities. And different functionality can be identified with different application condition. From our point of view, for different relationship between set B and set A, it is better to define different functionality. It means that for set B is a subset of set A, and for set B is different from set A, different functionality can be defined. 
Proposal 2-2: For BM case 1, different association/mapping between beams within set B and beams within set A can be considered as different conditions for different functionalities.
· Condition 1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Condition 2: Set B is a subset of Set A (Set A and Set B are not the same)
In addition, for BM Case 2, since different number of predicted future time instance will need different pattern of reference signals for beam measurement, UE also need to indicate the number of supported predicted future time instance. And for different repeat window, i.e., one is to predict future time instance outside the measurement periodicity (Figure 4a) and the other one is to predict future time instance within the measurement periodicity (Figure 4b), different functionality need to be defined since different repeat window will introduce different RS pattern transmitted by gNB. And for different UE speed, it is not necessary to define different functionality since UE can support one or more model for different UE speed with a common functionality.
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Figure 4a, Repeat window #1 of AI based beam prediction in time domain
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Figure 4b, Repeat window #2 of AI based beam prediction in time domain
Proposal 2-3: For BM Case 2, different repeat window can be considered as different conditions for different functionality.
On top of different repeat window, BM case 2 can be same as that of BM case 1, i.e., it means that for different relationship between set B and set A, it is better to define different functionality. In addition to condition 1 and condition 2, one more additional condition 3 with set B is same as set A should be considered in BM Case 2. 
Proposal 2-4: For each repeat window in BM case 2, different association/mapping between beams within set B and beams within set A can be considered as different conditions for different functionalities.
· Condition 1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Condition 2: Set B is a subset of Set A (Set A and Set B are not the same)
· Condition 3: Set A and Set B are the same

Based on above analysis, for different association/mapping between beams within set B and beams within set A, it is better to be considered as different conditions for different functionalities. But under the same association/mapping between beams within set B and beams within set A, whether to define different conditions for different number of beams in set B, different number of beams in set A, different pattern of set B? For example, for the functionality of set B is a subset of set A, is it necessary to define different conditions for different number of beams in set B? From our point of view, it is unnecessary to define different condition for different number of beams in set B, but it is necessary to define different condition for different range of beam number in set B. It means different range of beam number can be considered as different condition for different functionality. For example, as for the number of beams in set B, different ranges can be seen in Table 1.
Table 1, Example of the number of beams in set B for each range
	Range #
	The number of beams in set B

	Range#1
	N ≤ 4

	Range#2
	4≤ N ≤ 8

	Range#3
	8≤ N ≤ 16

	Range#4
	16≤ N ≤ 32

	…
	…



While for the number of beams in set A of each range, it is similar as that in set B. Different table can be defined for set A and set B.  As an alternative, one table can be shared for set B and set A. 
Proposal 2-5: Define different ranges of number of beams in set B and/ or set A as different conditions for different functionalities.
In BM case 2, the number of history measurement instance for model input and the number of predicted future time instance for model output is another possible different parameters for different model. But for functionality, it is unnecessary to define different number of history measurement instance and future predicted time instance as different condition for different functionality.
In addition, it also agreed to study potential BM specific conditions/additional conditions from information regarding model inference in RAN1-115 meeting [2]. From our point of view, it is necessary to indicate the supported model output to gNB for configuration of measurement report. As for BM specific, the model output can be L1-RSRP and /or beam ID. Thus different content of model output can be considered as different conditions for different functionalities. Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) at least from the following aspects:
· information regarding model inference 
· Set A / Set B configuration
· performance monitoring
· data collection
· assistance information

Proposal 2-6: Different content of model output can be considered as different conditions for different functionalities.
Furthermore, aspects regarding performance monitoring should also be discussed to be as conditions/ additional conditions. First one is the performance metric for performance monitoring, which has impact on the content of the measurement report for performance monitoring. In TR 38.843[3], it was agreed that performance metric(s) with the following alternatives can be considered:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
Another one is the type of performance monitoring, different type may result in different content of measurement report. According to TR 38.843, in type 1 performance monitoring, UE sends reporting to NW for the calculation of performance metric at NW in Option 1(NW-side performance monitoring) and UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) in Option 2 (UE-assisted performance monitoring). In Type 2 performance monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation and whether to report the decision to NW is not decided yet.
Proposal 2-7: Different performance metric and performance monitoring type can be considered as different conditions for different functionalities.
Methods to ensure consistency of NW-side additional condition between training and inference for UE side model 
As for the mechanisms to ensure consistency of NW-side additional condition between training and inference for UE side model, the following agreements were archived in RAN1-116bis meeting. Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:
· Opt1: Based on associated ID (Referring to AI 9.1.3.3)
· FFS on what can be assumed by UE with the same associated ID across training and inference
· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework
· Opt 2: Performance monitoring based
· FFS details  
· Other options are not precluded. 

Based on associated ID
With an associated ID, which can be configured in the measurement configuration for both training and inference, the following steps can be considered for this approach to realize the additional condition alignment. This approach can be applied to both model- based and functionality-based LCM. The detailed procedure is slightly different between these two LCMs. 
For model-based LCM: 
· Operation related training 
· NW configure the measurement configuration including the resources for set B and set A beams, and the corresponding associated ID.
· UE side collect the data based on the measurement configuration and acquire the associated ID 
· UE side categorize the data set based on associated ID
· UE side develop associated ID specific AI models 
· Information exchange between NW and UE before inference 
· Model identification with indicating the associated ID for each AI model 
· Model ID assignment 
· UE report the supported model ID
· Operation during inference
· Option 1: Network select proper AI model for UE based on current network condition 
· Option 2: Network indicate the associated ID to UE and UE select proper AI model
For functionality-based LCM: 
· Operation related training 
· NW configure the measurement configuration including the resources for set B and set A beams, and the corresponding associated ID.
· UE side collect the data based on the measurement configuration and acquire the associated ID 
· UE side categorize the data set based on associated ID
· UE side develop associated ID specific AI models 
· Information exchange between NW and UE before inference 
· Functionality identification and UE report the set of associated IDs to network 
· Operation during inference
· Network select proper AI functionality for UE based on current network condition
· Network indicate the associated ID to UE to aid the model selection on UE side. 
According to the description, additional condition can be aligned by the indication of associated ID during data collection, model identification /functionality identification and during inference. 
Proposal 2-8: Support to indicate associated ID to ensure consistency of NW-side additional condition for UE side model. 
As for the indication of associated ID, we prefer to indicate it in the CSI-reportconfig, which means introduce the associated ID within the CSI framework. It means that for set B and set A, an associated ID will be configured respectively. If the associated ID is same for two or more resource sets, it means the two or more resource sets are configured for one model. In this case, more than one associated ID can be configured in one CSI-reportconfig. The other way is that the associated ID is configured per CSI-reportconfig. It means that only one associated ID is configured in each CSI-reportconfig, no need to configure it per resource set.
Proposal 2-9: Support to introduce associated ID within CSI framework per CSI-reportconfig or per resource set.
Performance monitoring
For the performance monitoring-based approach, if there is no assistance for the data set categorization based on network additional condition, it is difficult to develop network additional condition-specific AI models. In this case, network additional condition alignment may be achieved by constantly monitoring the performance of the AI models. E.g., if good performance is achieved, then it may indicate that the additional condition is aligned. When there are multiple AI models, monitoring the performance of multiple models is needed to select the most proper AI model. In this case, significant effort is required to blindly monitor the performance of one or even multiple AI models constantly. That is not efficient. 
Observation 2-1: Only relying on performance monitoring-based approach to ensure consistency is inefficient. 
NW-side Additional condition
Based on the analysis in the above section, some conditions are proposed for functionalities identification. But there are some other additional conditions which are not defined as conditions for functionalities identification, including both NW side additional conditions and UE side additional conditions. While for UE side model, NW side additional condition is important for improvement of AI/ML model performance. If the consistency of NW side additional condition between training and inference can’t be ensured, the performance of AI/ML model performance will be degraded sharply, which can be seen from the evaluation results on generalization in TR 38.843.
As for NW side additional condition, it can be divided into two types. The first type is the additional conditions can be specified and not the sensitive proprietary information, including the following information:
· Set B/ set A configuration
· The number of beams in set B
· The number of beams in set A
· Pattern of set B 
· Contiguous beams or non-contiguous beams in set B
· Fixed or random or preconfigured patterns
· Time window configuration (BM case 2 only)
· The number of history measurement time instance 
· The number of predicted future time instance
· Deployment
· Scenario
· Uma, Umi, indoor hotspot and ISD
· Can be indicated by transmission power and antenna height
· UE distribution
The NW side additional conditions listed above should be aligned between training and inference for UE side model. Based on such information, UE can select the most applicable model to improve the predicted performance.
 Proposal 2-10: The following NW side additional conditions need to be indicated to UE explicitly to ensure consistency between training and inference for UE side model.
· Set B/ set A configuration
· The number of beams in set B
· The number of beams in set A
· Pattern of set B 
· Contiguous beams or non-contiguous beams in set B
· Fixed or random or preconfigured patterns
· Time window configuration (BM case 2 only)
· The number of history measurement time instance 
· The number of predicted future time instance
· Deployment
· Transmission power and antenna height 
· UE distribution
The second type is the additional conditions which are the sensitive proprietary information and NW operators may have some concerns to indicate them to UE. Such as the following information. One alternative way to ensure the consistency of such kinds of information is to indicate the relative information, or indicate the virtual ID of each configuration. it means that NW side maintains the mapping between the virtual ID and the configuration, but UE just need to know the virtual ID to select the most suitable model.  
-	NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.

Data collection for model training 
NW-side model
For data collection for AI/ML model training at UE side and NW side, the following agreement was archived in RAN1-112b-emeeting [5] and RAN1-114b meeting [6].Agreement
For Beam management (For reply LS)
LCM purpose
UE-side/NW-side models
Data content
Typical data size (per data sample)
Typical latency requirement
Notes
Training
UE-side, NW-side
L1-RSRPs and/or beam-IDs
See Note 1 for L1-RSRPs
Relaxed


Note 1: There is no agreement on the data size of L1-RSRPs for Set A or Set B, but the following typical data size is provided as guidance for RAN2 discussion. Based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams, for Set B = 16 as an example, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128 as an example, the typical data size would be 515 (hence up to ~500 bits) if all beams in Set A were to be collected. For BM Case 2, the data size L1-RSRPs for Set A and Set B represents the data size per predicted future time instance and per history measurement time instance, respectively. Payload size may not be fixed.
Note 2: There are no agreements on the reporting type.
Note 4: Feasibility and necessity of the monitoring schemes listed in the table are under discussion.
Note 5: For BM Case 2, the typical value of the number of history measurement time instance used in evaluations is up to 8 and typical value of the number of predicted future time instance is 1~4.

While for NW side model training, since there are different relationships between set B and set A. And also there are different alternatives for AI model output, e.g., L1-RSRP of all Tx beams or Top-K Tx beams ID. The possible combinations are listed in the following 4 cases. And for different combinations the content of the collected data will be different, which can be seen in the Table 2.Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


· Case 1: set B is different from set A & output is L1-RSRP of all Tx beams 
· Case 2: set B is a subset of set A (or set B= set A) & output is L1-RSRP of all Tx beam 
· Case 3: set B is different from set A & output is Top K Tx beam ID 
· Case 4: set B is a subset of set A (or set B= set A) & output is Top K Tx beam ID 
Table 2, model input and Label for different cases
	Case 
	Model input
	Label

	Case 1
	L1-RSRP of Tx beams in set B 
	L1-RSRP of Tx beams in set A 

	Case 2
	Reuse Label
	

	Case 3
	L1-RSRP of Tx beams in set B
	Top K Tx beam ID

	Case 4
	
	


As for the model input, it is the L1-RSRP of Tx beams in set B. And for the model output, it is also possible the L1-RSRP of Tx beams in set A. In this case, the data size will be larger than traditional beam report. Based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams, for Set B = 16 as an example, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128 as an example, the typical data size would be 515 (hence up to ~500 bits) if all beams in Set A were to be collected. For BM Case 2, the data size L1-RSRPs for Set A and Set B represents the data size per predicted future time instance and per history measurement time instance, respectively. In addition, it is not a time critical report. Thus it is better to report it by RRC signaling. 
Proposal 3-1: Report collected data for NW-side model training by RRC signaling.
It is unnecessary to send a report for each data sample for model training. It is better to support more than one data sample in one report. One mechanism is to define a time window for each report or determine the time window for each report based on the time domain resource for measurement report. Another mechanism is to define a data size, UE can trigger a report before the size of the collected data will be larger than the defined data size. As for the initiation of the data collection and the stop of it, it can also be indicated by gNB explicitly or implicitly. For example, gNB can initiate the data collection by measurement configuration. While for the mechanism of stop the data collection, the possible one is to configure a number of measurement report. 
Proposal 3-2: For data collection of NW-side AI/ML model training, support to define a time window or a data size for each report with more than one data sample.
In order to reduce the signaling overhead for each report, it is necessary to reduce the bit number for each data sample.  For example, if the model output is the L1-RSRP of all beams in set A, in order to reduce the bit number, the RS ID for each beam can be saved by mapping the L1-RSRP of each RS ID in the ascending order of RS ID.  In addition, if the L1-RSRP of one beam is lower than a threshold, for example, lower than -140 dBm, it can be omitted. In this case, UE need to indicate the L1-RSRP of which RS IDs are not reported. And based on the legacy beam report, the absolute value of the L1-RSRP of the strongest beam and the relative value of the L1-RSRP of other beams will be reported. Since beam ID will be not indicated, UE need to indicate the strongest beam ID first. And the absolute value of the strongest L1-RSRP will be reported first and then the relative L1-RSRP of other beams with the ascending order of RS ID whose L1-RSRP are indicated to be reported.
Proposal 3-3: For data collection of NW-side AI/ML model training, regarding to reported beam information, the beam index with largest measured value of L1-RSRP should be reported for differential L1-RSRP reporting.

Proposal 3-4: For data collection of NW-side AI/ML model training, regarding to reported beam information, support UE to indicate the RS IDs whose L1-RSRP are not reported because of lower than threshold to reduce overhead.
For Beam case 2, the AI/ML model will be trained by more than on history measurement time instance and more than one predicted future time instance. For the training data collection, UE need to report the measurement results of beams in set B and beams in set A for each time instance. From our point of view, it is unnecessary to indicate the timestamp explicitly. The bits of measurement results for each time instance can be ordered according to the time.
In addition, for NW-side model training, NW-side can train more than one AI/ML model for different UE-side additional condition which refers to Rx beam assumption at UE side, UE speed. In order to align the UE-side additional condition between model training and mode inference, there are two methods. The first one is NW indicate the additional condition to UE for data collection. For example, NW indicate the UE to report the measured L1-RSRP with the best Rx beam. The other one is UE report the additional condition together with the collected data. For example, in the report of the collected data, UE indicate the measured L1-RSRP is based on the best Rx beam. In this case, NW can train different model with different UE-side additional condition and perform model inference with the right model according to the additional condition of each UE.
Proposal 3-5: Exchange the UE-side additional condition such as Rx beam assumption and UE speed during the procedure of data collection for NW-side AI/ML model training.
As for the measurement and report configuration, the following agreement was archived in RAN1-116bis meeting[7]. For the legacy IE CSI-ReportConfig, only one reportquantity can be supported. But for data collection for NW-side model training, if the reportquantity of set B and set A is different, both two separate CSI-ReportConfigs and one CSI-ReportConfig can be supported. If set B and set A is configured by one CSI-ReportConfig, the enhancement to support two reportquantity should be discussed. Even separate reportquantity will be used, new reportquantity, i.e., beam ID of Top k beams need to be introduced.Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications

Proposal 3-6: Both two separate CSI-ReportConfigs and one CSI-ReportConfig can be supported for set B and set A configuration for data collection for NW-side AI/ML model training.
UE-side model
For UE-side model training, report of the data for model training is unnecessary. But the main problem is how to associate the set B and set A, how to indicate which resource set is set B, which resource set is set A? 
In our point of view, both explicit and implicit mechanism can be considered. As for the implicit mechanism, resource ID, resourceSet ID, resourceConfig ID can be used to determine which one is for set B and which one is for set A. For example, based on resource ID in same resource set, UE can determine the resource with lower IDs are for set B, others are for set A. Based on resource set ID with same resourceconfig ID, UE can determine resource sets with lower IDs are used for set B, and the last one is for set A. Based on resourceconfig ID with same reportconfig ID, UE can determine resource sets in resourceconfig with lower IDs are used for set B, and the last one is for set A. 
As for the explicit mechanism, it is possible to introduce two IEs, e.g., one is resourceforModelInput and the other one is resourceforModelOutput. And resourceforModelInput can configure more than one resource set B, for example, different patterns of set B for spatial domain beam prediction, or for different history time instance of time domain beam prediction. While resourceforModelOutput can configure one resource set A. And another alternative is to configure a same data set ID or AI ID for different resource set. 
Proposal 3-7: Both explicit and implicit association between set B and set A can be supported for data collection for UE-side AI/ML model training.
· Implicit association: 
· With same resourceConfig ID or reportConfig ID, resource set with lower set ID(s) is(are) for set B, the last one is for set A.
· With same resource set ID, resources with lower IDs are for set B and others are for set A.
· Explicit association: 
· Introduce resourceforModelInput and resourceforModelOutput in reportConfig.
· Introduce data set/association ID for each resource set.
· With same resource set ID, introduce indication to indicate which resources are for set B.
For the configuration of set B and set A for model inference, the following agreement was archived in RAN1-116bis meeting on the configuration of set B and set A for UE-side model.Agreement
For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting
· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B
· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B
· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig
· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately
· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE
· Other necessary configuration are not precluded. 

During the data collection for model training, an association ID can be indicated in the configuration of set B and set A for association. Thus, during the configuration of set B for model inference, we don’t think it is necessary to configure the set A explicitly one more time. For example, only set B is configured in the CSI-ReportConfig as well as the association ID. The association ID can be used to ensure the consistency of NW-side additional condition including beam information and set A. And based on the association ID, UE can assume the set A is the same as that one during model training. Thus UE can select a suitable model and report the Top K beam ID based on the output of the selected model. The Top K beam ID can be considered as same as the RS ID in set A by both UE and gNB. Since gNB has the knowledge on the mapping between the beam ID and the RS ID, which is same as the mapping during training. If the Top K beam is the beam in set B, or if the Rx beam of the Top K beam is same as that of the beam in set B, gNB can indicate the TCI state of that beam directly. Else, gNB can transmit an aperiodic CSI-RS resource for Rx sweeping first and then indicate the TCI state of that beam. So in our opinion, only set B and the association ID is needed for model inference, it is not necessary to configure the set A for inference. But if the mapping between the beam ID and the RS ID was changed, it is also possible for gNB to indicate the updated mapping in the configuration of set B for inference, which can improve the NW’s flexibility. If the mapping is not configured, the default mapping will be used.
Proposal 3-8: For model inference of UE-side model, in addition to the association ID to indicate the set A implicitly, a list of RS ID can be configured to indicate the mapping between the RS ID and the beam ID for NW side flexibility.
Signaling/mechanism for AI/ML model inference 
Spatial domain beam prediction 
As for the content in the report of inference results, the following agreement was archived in RAN1-116bis meeting [7].Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:
· Option A: Predicted RSRP
· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output
· Note: Support both Option A and Option B is not precluded.
Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output

From our point of view, if L1-RSRP can be obtained based on the model output, it is reasonable to report the L1-RSRP with the beam ID. But the L1-RSRP of the reported beam ID may be measured or predicted. Obviously, it is beneficial to report the measured L1-RSRP if has. So for the resource in set B, UE is expected to report the measured L1-RSRP. For the resource in set B but in set A, UE can report the predicted L1-RSRP. According to the evaluation results of AI/ML for beam management in the TR 38.843, the L1-RSRP difference between the predicted L1-RSRP and the measured L1-RSRP is within 1 dB. Thus the predicted L1-RSRP can be reported to gNB for reference. 
Proposal 4-1: Support to report the predicted L1-RSRP if the beam is not configured for corresponding measurement, and report the measured L1-RSRP if the beam is configured for corresponding measurement for UE-side model inference. 
As for the beam indication, the following issues was discussed during the discussion in the SI phase according to TR 38.843.For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Beam indication from network for UE reception, which may or may not have additional specification impact (e.g., legacy mechanism may be reused), particularly:
· -	how to perform beam indication of beams in Set A not in Set B.  Note: also applicable to NW-side AI/ML model. Note: At least for BM-Case1 with a UE-side AI/ML model, the legacy TCI state mechanism can be used to perform beam indication of beams
-	Note: For DL beam pair prediction, there is no consensus to support the reporting of the predicted Rx beam(s) (e.g., Rx beam ID, Rx beam angle information, etc) from the UE to the network.

Since only DL Tx beam prediction was approved for WI, for the beam in Set A not in Set B, how to indicate it to UE is a problem. Since UE doesn’t measurement this beam and doesn’t know which Rx beam will be used. In this case, it is straightforward to configure the measurement on this beam based on repetition of CSI-RS resource and without beam report. It means gNB to transmit the CSI-RS with same Tx beam and UE will sweep all Rx beams to find the best Rx beam. Following this procedure, legacy mechanism is efficient. No spec impact will be needed.
Observation 4-1: For the beam in Set A not in Set B, legacy procedure for Rx beam sweeping can be used to find the best Rx beam first and no new spec impact.  
Temporal beam prediction 
As for model inference for BM case 2, the predicted beam information of more than one time instance can be obtained based on the model output. For UE-side model, it means that it is necessary to support the beam information of more than one time instance in one beam report. Before the model activation, NW should know the pattern of RS for beam measurement of history time instance and will not transmit the RS for predicted time instance. Thus the timestamp of the beam information for each predicted time instance should be aligned before model activation, and it is unnecessary to report it together with the predicted beam information in the beam report.
Observation 4-2: For UE side model, the time pattern of history measurement time instance and the predicted future time instance should be aligned between NW side and UE side before model inference. So it is unnecessary to indicate the timestamp of beam information for each predicted time instance in the beam report.  
But for beam information report for BM case 2, for UE side model inference, how to report the predicted beam information should be discussed. The first issue is whether to report the measured beam information of the history measurement time instance. If set B equals to set A, we prefer to report it. Since for such time instance, the accuracy of the best beam is 100%. There is no reason to not report it.
Proposal 4-2: Support to report the measured beam information of the history measurement time instance for UE side model inference in BM Case 2 if set B equals to set A.
If the measured beam information of the history measurement time instance will be reported, whether to report the predicted beam information standalone or report the predicted beam information together with the measured beam information of the last measurement time instance. In our point of view, it depends on the latency of the AI/ML model inference. If the latency of model inference can be less than 1ms, it can be reported together with the measured results of the last measurement time instance.
Proposal 4-3: If the measured beam information of the last history measurement time instance is reported, support to report the predicted beam information together for UE-side model inference in BM Case 2.
Report of inference results of N future time instances in one report is supported in RAN1-116bis meeting.Agreement
For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 
· wherein information of inference results of one time instance is as in one report for BM-Case 1 
· Note: overhead reduction is not precluded 
· FFS on details

If predicted beam information of more than one time instance can be obtained by one model at the same time, how to report the L1-RSRP of multiple time instance in one report? It means for L1-RSRP report of more than one time instance, it is also needed to discuss whether to report one absolute value for each time instance or only report one absolute value for all time instances. 
Proposal 4-4: Consider one absolute L1-RSRP for each predicted time instance or one absolute L1-RSRP for all predicted time instances in one beam report for UE-side model inference in BM-case 2.
For beam indication, the following agreements are achieved in RAN1-116 meeting [8]
[bookmark: _Hlk160527162]Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed

While for NW-side model inference, if predicted beam information of more than one time instance can be obtained, whether to indicate the TCI state of more than one time instance in one MAC CE or DCI? Since UE may not know the number of time instance for predicted beam information before model inference, NW-side need to indicate the application time of predicted beam information of each time instance. The first simple way is to reuse the legacy TCI state indication, which means each MAC CE or DCI indicate the TCI state of only one time instance. The other way is to enhance the TCI state indication mechanism to indicate TCI state of more than on time instance. But the application time gap between every two adjacent TCI states should be configured semi-statically.
Proposal 4-4: Support following two TCI state indication mechanism for TCI state indication of more than one predicted time instance.
· Option 1: reuse legacy TCI state indication with multiple MAC CE or DCI and each MAC CE or DCI indicates TCI state of one time instance.
· Option 2: enhance TCI state indication to indicate TCI state of more than one time instance and the application time gap between two adjacent TCI states can be configured semi-statically.
Signaling/mechanism for AI/ML model performance monitoring
As for the performance monitoring, the following issues conclusions were archived during the discussion in the SI phase according to TR 38.843.  For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
· -	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· -	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· -	Alt.3: Performance metric based on input/output data distribution of AI/ML 
· -	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
-	Benchmark/reference for the performance comparison, including: 
· -	Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· -	Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
-	Signalling/configuration/measurement/report for model monitoring, e.g., signalling aspects related to assistance information (if supported), Reference signals
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
· -	Configuration/Signalling from gNB to UE for measurement and/or reporting
· -	UE may have different operations 
· -	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
· -	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
· -	Indication from NW for UE to do LCM operations 
· -	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
· -	Indication/request/report from UE to gNB for performance monitoring 
· -	Note: The indication/request/report may be not needed in some case(s)
· -	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
· -	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable
For BM-Case1 and BM-Case2 with a NW-side AI/ML model
-	Beam measurement and report for model monitoring 
· -	UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· -	Signalling, e.g., RRC-based, L1-based.
· -	Note: This may or may not have specification impact.
-	NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
-	Note: Performance and UE complexity, power consumption should be considered.

As for performance metric, we prefer Alt 1 and Alt 4. While for Alt 2, it is not a direct performance metric and such KPI may be impacted by other factors except the AI model performance. But for Alt 3, it is not clear how to assess the model performance based on Alt 3.
Proposal 5-1: Support following two performance metrics with high priority for performance monitoring.
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
Corresponding to the supported performance metric, both benchmark/reference should be considered for the performance comparison. 
Proposal 5-2: Both of the following two Benchmark/reference for performance comparison should be supported.
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
UE side model  
As for the performance monitoring of the UE-side model, the basic procedure for Type 1 and Type 2 performance monitoring can be seen in Figure 5.
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Figure 5, Performance monitoring for UE side model
For UE-side AI/ML model, both Type 1 performance monitoring and Type 2 performance monitoring should be supported. For Type 1 performance monitoring, at lease Option 2 (UE-assisted performance monitoring) should be supported because of signaling overhead reduction. While for Option 1(NW-side performance monitoring), the data size may by larger and higher signaling overhead will be introduced. It is necessary to consider the mechanism for signaling overhead reduction for Option 1.
Take beam prediction accuracy as the performance metric, we provide the report content and the calculation mechanism for Type 1 and Type 2 performance monitoring. First is about the calculation mechanism. It can be calculated by the same mechanism during the evaluation phase of the SI. It means that the definition of Top-K/1(%) can be reused. And the number of inferences can be at the level of hundreds.  
-	Top-K/1 (%): the percentage of "the Top-1 genie-aided beam is one of the Top-K predicted beams"
So the report content for each Type can be as below
· Type 1 Option 1: Part I and (Part II) of each of multiple inference instances
· Part I is the beam/RS ID of the Top-1 genie-aided beam. Part II is the beam/RS ID of the Top-K predicted beams. Part II can be omitted if the beam report after inference can be reused.
· Type 1 Option 2: Top-K/1 (%)
· UE calculates the Top-K/1 (%) based on the beam/RS ID of the Top-1 genie-aided beam and the beam/RS ID of the Top-K predicted beams of multiple inference instance, and report the percentage to gNB.
· Type 2: UE’s decision
· UE calculates the Top-K/1 (%) based on the beam/RS ID of the Top-1 genie-aided beam and the beam/RS ID of the Top-K predicted beams of multiple inference instance, and make decision. And the decision may need to be reported to gNB.
If consider L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP as the performance metric, the measured RSRP and the predicted RSRP can be the RSRP of one or more beam/RS of the reported Top K beams. If more beam/RSs in one time instance are considered, the average L1-RSRP difference will be used. As same as taking beam prediction accuracy as performance metric, the L1-RSRP difference can be calculated based on hundreds of inference instance.  And the report content can be seen as below:
· Type 1 Option 1: Part I and (Part II) of each of multiple inference instances
· Part I is the measured L1-RSRP of the Top-1/K reported beam(s). Part II is predicted L1-RSRP of the Top-1/K reported beam(s). Part II can be omitted if the beam report after inference including the predicted L1-RSRP. 
· Note: It is better to not use the reported beam which is a measured beam in set B.
· Type 1 Option 2: average L1-RSRP difference
· UE calculates the average L1-RSRP difference based on the measured L1-RSRP and the predicted L1-RSRP of the Top-1/K reported beam(s), and report the average L1-RSRP difference to gNB.
· Same note as in Type 1 Option 1.
· Type 2: UE’s decision
· calculates the average L1-RSRP difference based on the measured L1-RSRP and the predicted L1-RSRP of the Top-1/K reported beam(s), and make decision. And the decision may need to be reported to gNB.
· Same note as in Type 1 Option 1.
Considering the signaling overhead, we propose
Proposal 5-3: For UE-side AI/ML model, Option 2 (UE-assisted performance monitoring) of Type 1 performance minoring should be supported at least. Option 1 (NW-side performance monitoring) of Type 1 performance minoring can be considered with enhancement on signaling overhead reduction.
Considering L1-RSRP difference as the performance metric, we propose
Proposal 5-4: If the performance metric is the L1-RSRP difference, not consider the beam configured for corresponding measurements during inference.
In order to make sure the value of the performance metric is a statistic value, the number of inference instance should be defined.
Proposal 5-5: The number of the inference instances should be known by the UE for calculation of a statistic value of performance metric for performance monitoring. 
For Type 1 performance monitoring, since it is NW initiated performance monitoring, it can be initiated implicitly based on measurement/report configuration through RRC from NW.
Proposal 5-6: For UE-side AI/ML model, NW-side initiated performance monitoring based on measurement/report configuration via RRC can be considered for Type 1 performance monitoring.
For Type 2 performance monitoring, it can be required by UE. For UE initiated case, UE can send request to gNB for measurement configuration for performance monitoring. And the request can be indicated through scheduling request if needed. After the request, UE can provide the information on set B and set A in PUSCH to NW for measurement configuration of performance monitoring.
Proposal 5-7: For UE-side AI/ML model, UE-side initiated performance monitoring based on SR and UL MAC CE can be considered for Type 2 performance monitoring.
In addition, for Type 2 performance monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation. If it is model with identification, it is better to let gNB know UE’s decision since the NW side additional condition may be different for different UE-side model. It is necessary to align the additional condition for the model inference of the new applied model.
Proposal 5-8: For UE-side AI/ML model with Type 2 performance monitoring, it is better to indicate UE’s decision to NW for consistency of the NW-side additional condition for the new applied UE-side model.
Furthermore, in order to assist the UE decision, the threshold should be configured to UE to decide whether to de-active the AI model. And the if functionality-based LCM is applied, the threshold can be configured per functionality. If the model-based LCM is applied, the threshold can be configured per model. 
Proposal 5-9: For UE-side AI/ML model with Type 2 performance monitoring, configure a threshold to assist UE to make the decision.
NW side model
As for the performance monitoring of the NW-side model, the basic procedure can be seen in Figure 6.
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Figure 6, Performance monitoring for NW-side model
While for gNB side inference, when gNB transit all beams in set A, UE need to measure all beam pairs. In addition to report the measurement results of set B for gNB side inference, the real best K beams also need to be reported to gNB for AI model performance monitoring. Then gNB evaluate the performance of AI model by comparing the predicted best K beams and the reported real best K beams based on the threshold of beam prediction accuracy related KPIs noted above. If gNB detects the performance of AI model is not acceptable, it can deactivate the AI model or switch to a new AI model.
While for the measurement results of both set B and set A, there are two alternatives to report them. One it to report them in one report. It means in each beam report, UE provide both the measurement results of set B for NW side model input and measurement results of set A as beanchmark/reference. The other one is to report them in two separate reports. It means that the measurement results of set B for NW side model input will be provided based on beam report. While for the measurement results of set A as beanchmark/reference, it can be provided in MAC CE or RRC with multiple samples together. Actually, it is more reasonable to support two separate reports. Since for joint report, legacy beam report should be further enhanced to contain the best Top-K beam IDs or the L1-RSRP of all beams in set A. there will be much more spec impacts. In addition, it is not necessary to report the measurement results of set A with short latency. It can be reported by MAC CE or RRC which can support large bit size.   
Proposal 5-10: For performance monitoring of network-side AI/ML model, support to report measurement results of set B and set A separately. Set B can be reported based on beam report, and set A can be reported by MAC CE or RRC with multiple samples. 
Since it is NW-side AI/ML model, when to trigger the performance monitoring will be triggered by gNB. How to trigger the performance monitoring and request UE to report the measurements for performance monitoring? It can be triggered explicitly or implicitly. For example, gNB can configure the beam measurement configuration for performance monitoring to trigger it implicitly. Or gNB can configure the beam measurement configuration first and then trigger the performance monitoring report by MAC CE or DCI or the report can be triggered by an event. For example, with the measurement configuration for performance monitoring, UE can obtain the best beams via measurement and compare the best beams with the indicated TCI state from gNB. If the indicated TCI state is not the one of the best beams for more than N times or in a predefined time duration, the report for performance monitoring can be triggered.
Proposal 5-11: For performance monitoring for network-side AI/ML model, support an event-triggered report if the indicated TCI state is different from the best beams obtained by measurements. 
Monitoring of the inactive functionality/model 
During the SI, the monitoring of the inactive model/functionality was discussed and the following conclusion is captured in TR 38.843 
	Methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples for the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable):
-	Assessment/Monitoring based on the additional conditions associated with the model/functionality
-	Assessment/Monitoring based on input/output data distribution
-	Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
-	Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs) 


For the necessity of monitoring of inactive model/functionalities, we could consider it from the following two aspects 
· For the switching from non-AI based operation to the AI-based operation: When the UE is operated based on non-AI manner, then when to activate the AI-based operation and which functionality or model should be activated is one question. In this case, it is necessary to monitor the inactive model/functionality to assess whether the condition for activation is satisfied and which model/functionality is suitable. 
· For the switching between different AI functionalities/models: When UE is running one AI functionality or AI model but the performance of the active functionality or model degrades, then it is better to switch to another suitable AI functionality or AI model. The question is how to determine the target AI functionality/AI model. In this case, it is necessary to monitor the inactive model to determine the target AI functionality/AI model for switch. 
As for the detailed methods, the following solutions were discussed in the SI and we support it as the starting point. 

	Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.


Proposal 5-12: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.

Conclusion
In this contribution, we discuss about specification impacts of AI/ML for beam management. Based on above discusses, we provide the following observations and proposals.
Functionality/model identification for UE side model
Observation 2-1: Only relying on performance monitoring-based approach to ensure consistency is inefficient. 

Proposal 2-1: BM Case 1 and BM Case 2 can be considered as different conditions for different functionalities.
Proposal 2-2: For BM case 1, different association/mapping between beams within set B and beams within set A can be considered as different conditions for different functionalities.
· Condition 1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Condition 2: Set B is a subset of Set A (Set A and Set B are not the same)
Proposal 2-3: For BM Case 2, different repeat window can be considered as different conditions for different functionality.
Proposal 2-4: For each repeat window in BM case 2, different association/mapping between beams within set B and beams within set A can be considered as different conditions for different functionalities.
· Condition 1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Condition 2: Set B is a subset of Set A (Set A and Set B are not the same)
· Condition 3: Set A and Set B are the same
Proposal 2-5: Define different ranges of number of beams in set B and/ or set A as different conditions for different functionalities.
Proposal 2-6: Different content of model output can be considered as different conditions for different functionalities.
Proposal 2-7: Different performance metric and performance monitoring type can be considered as different conditions for different functionalities.
Proposal 2-8: Support to indicate associated ID to ensure consistency of NW-side additional condition for UE side model. 
Proposal 2-9: Support to introduce associated ID within CSI framework per CSI-reportconfig or per resource set.
Proposal 2-10: The following NW side additional conditions need to be indicated to UE explicitly to ensure consistency between training and inference for UE side model.
· Set B/ set A configuration
· The number of beams in set B
· The number of beams in set A
· Pattern of set B 
· Contiguous beams or non-contiguous beams in set B
· Fixed or random or preconfigured patterns
· Time window configuration (BM case 2 only)
· The number of history measurement time instance 
· The number of predicted future time instance
· Deployment
· Transmission power and antenna height 
· UE distribution
Data collection for model training 
Proposal 3-1: Report collected data for NW-side model training by RRC signaling.
Proposal 3-2: For data collection of NW-side AI/ML model training, support to define a time window or a data size for each report with more than one data sample.
Proposal 3-3: For data collection of NW-side AI/ML model training, regarding to reported beam information, the beam index with largest measured value of L1-RSRP should be reported for differential L1-RSRP reporting.
Proposal 3-4: For data collection of NW-side AI/ML model training, regarding to reported beam information, support UE to indicate the RS IDs whose L1-RSRP are not reported because of lower than threshold to reduce overhead.
Proposal 3-5: Exchange the UE-side additional condition such as Rx beam assumption and UE speed during the procedure of data collection for NW-side AI/ML model training.
Proposal 3-6: Both two separate CSI-ReportConfigs and one CSI-ReportConfig can be supported for set B and set A configuration for data collection for NW-side AI/ML model training.
Proposal 3-7: Both explicit and implicit association between set B and set A can be supported for data collection for UE-side AI/ML model training.
· Implicit association: 
· With same resourceConfig ID or reportConfig ID, resource set with lower set ID(s) is(are) for set B, the last one is for set A.
· With same resource set ID, resources with lower IDs are for set B and others are for set A.
· Explicit association: 
· Introduce resourceforModelInput and resourceforModelOutput in reportConfig.
· Introduce data set/association ID for each resource set.
· With same resource set ID, introduce indication to indicate which resources are for set B.
Proposal 3-8: For model inference of UE-side model, in addition to the association ID to indicate the set A implicitly, a list of RS ID can be configured to indicate the mapping between the RS ID and the beam ID for NW side flexibility.

Signaling/mechanism for AI/ML model inference
Observation 4-1: For the beam in Set A not in Set B, legacy procedure for Rx beam sweeping can be used to find the best Rx beam first and no new spec impact.  
Observation 4-2: For UE side model, the time pattern of history measurement time instance and the predicted future time instance should be aligned between NW side and UE side before model inference. So it is unnecessary to indicate the timestamp of beam information for each predicted time instance in the beam report.  

Proposal 4-1: Support to report the predicted L1-RSRP if the beam is not configured for corresponding measurement, and report the measured L1-RSRP if the beam is configured for corresponding measurement for UE-side model inference. 
Proposal 4-2: Support to report the measured beam information of the history measurement time instance for UE side model inference in BM Case 2 if set B equals to set A.
Proposal 4-3: If the measured beam information of the last history measurement time instance is reported, support to report the predicted beam information together for UE-side model inference in BM Case 2.
Proposal 4-4: Consider one absolute L1-RSRP for each predicted time instance or one absolute L1-RSRP for all predicted time instances in one beam report for UE-side model inference in BM-case 2.
Proposal 4-5: Support following two TCI state indication mechanism for TCI state indication of more than one predicted time instance.
· Option 1: reuse legacy TCI state indication with multiple MAC CE or DCI and each MAC CE or DCI indicates TCI state of one time instance.
· Option 2: enhance TCI state indication to indicate TCI state of more than one time instance and the application time gap between two adjacent TCI states can be configured semi-statically.
Signaling/mechanism for AI/ML model performance monitoring
Proposal 5-1: Support following two performance metrics with high priority for performance monitoring.
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
Proposal 5-2: Both of the following two Benchmark/reference for performance comparison should be supported.
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
Proposal 5-3: For UE-side AI/ML model, Option 2 (UE-assisted performance monitoring) of Type 1 performance minoring should be supported at least. Option 1 (NW-side performance monitoring) of Type 1 performance minoring can be considered with enhancement on signaling overhead reduction.
Proposal 5-4: If the performance metric is the L1-RSRP difference, not consider the beam configured for corresponding measurements during inference.
Proposal 5-5: The number of the inference instances should be known by the UE for calculation of a statistic value of performance metric for performance monitoring. 
Proposal 5-6: For UE-side AI/ML model, NW-side initiated performance monitoring based on measurement/report configuration via RRC can be considered for Type 1 performance monitoring.
Proposal 5-7: For UE-side AI/ML model, UE-side initiated performance monitoring based on SR and UL MAC CE can be considered for Type 2 performance monitoring.
Proposal 5-8: For UE-side AI/ML model with Type 2 performance monitoring, it is better to indicate UE’s decision to NW for consistency of the NW-side additional condition for the new applied UE-side model.
Proposal 5-9: For UE-side AI/ML model with Type 2 performance monitoring, configure a threshold to assist UE to make the decision.
Proposal 5-10: For performance monitoring of network-side AI/ML model, support to report measurement results of set B and set A separately. Set B can be reported based on beam report, and set A can be reported by MAC CE or RRC with multiple samples. 
Proposal 5-11: For performance monitoring for network-side AI/ML model, support an event-triggered report if the indicated TCI state is different from the best beams obtained by measurements. 
Proposal 5-12: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
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additional condition (Current agreement).  

Functionality refers to an AI/ML-enabled Feature/FG enabled by 
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conditions indicated by UE capability.
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