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Introduction
A WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in [1]. This WID uses the Rel-18 study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface NR positioning as basis for the normative work, which has been documented in [2]. 
The following objectives are defined with respect to enhanced positioning accuracy:
	WID Objective
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases
· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.



This contribution provides a further discussion on the various areas to support the specification of AI/ML procedures to enhance positioning performance. 
AI/ML Positioning Measurements
Timing Information: Sample-based vs Path-based Measurements
During the RAN1#116 [3] meeting, the following agreements were made with respect to the representation of timing information for potential new channel measurements for AI/ML-based positioning. 

	RAN1#116 Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.




As noted in the agreement above, the discussion revolves around whether to support the sample-based timing or path-based measurements by examining the following aspects: 
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
The evaluations of AI/ML based positioning in TR 38.843 [2], considered the model input as either time-domain channel impulse response (CIR) or power delay profile (PDP), NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of consecutive time domain samples. This serves as an initial starting point to determine the approximate size of a training dataset. Moreover, it was further described that if N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then both N’t and Nt need to be reported. It is also assumed that timing info for the N’t samples need to be provided as model input. 
The following high-level analysis on the tradeoff between positioning accuracy and signalling overhead for CIR, PDP and DP, may be observed according to the sample-based evaluations for Direct AI/ML positioning in TR 38.843:
	
Direct AI/ML Positioning Accuracy
	Direct AI/ML Signalling Overhead

	1. The positioning accuracy is affected by the choice of model input, with CIR typically providing better accuracy compared to PDP/DP.
2. When using CIR sample-based approach as the model input, reducing the number of consecutive time domain samples (Nt) from 256 to 128 does not significantly degrade positioning accuracy. Therefore Nt=128 time domain samples may be considered as a starting point.
3. However, when using PDP/DP as the model input, the positioning error tends to be higher compared to CIR.
	1. The resulting performance accuracy between CIR and PDP/DP also impacts the signalling overhead.
2. With CIR, the input values are complex numbers, resulting in higher overhead compared to PDP/DP where each input value is a real number. Therefore, the bit representation within a report is a higher that than that of PDP/DP.
3. Despite the potentially higher signalling overhead with CIR, the positioning accuracy tradeoff needs to be carefully considered based on the application/network requirements of the desired accuracy.



Observation 1: The use of Nt=128, is a compromise of accuracy and signalling overhead for the sample-based approach. 
Observation 2: Use of sample-based approach is particularly suited to CIR as model input, when high Direct AI/ML positioning accuracy is required at the cost of higher overhead when compared to PDP/DP.
Key Tradeoffs:
1. Choosing sample-based CIR as the model input may provide better positioning accuracy but may incur higher signalling overhead due to the complex nature of the input values.
2. Using sample-based PDP/DP as the model input may reduce the signalling overhead but at the cost of potentially higher positioning error.
3. The decision on which model input to use should consider the specific requirements of the application, available resources, and desired accuracy levels.
In contrast, legacy-based positioning already makes use of path timing to represent the reporting of additional path corresponding to a positioning measurement, e.g., DL-PRS RSRPP. This can be particularly well-suited to Cases 2a and 3a, where the DL-based and UL-based positioning measurements are enhanced using AI/ML models, respectively. This can be realized based on the legacy approach of reporting positioning measurements.
According to the FL’s summary during the RAN1#116bis meeting [5], the impact of ambiguity caused by sampled-based or path-based measurements needs to be addressed in order to decide on the time domain representation channel-based measurements. The discussed ambiguity issues revolve around whether the sample-based or path-based measurement generation approach creates inconsistencies between such measurements reported during training and inference. 
Such inconsistencies/ambiguities may include:
· Measurement noise/interference: Such measurements can be susceptible to varying amount of noise/interference during training and inference. Training data measurements can usually be pre-processed to eliminate effects of noise and interference.
· Hardware non-idealities: Sample-based / path-based measurements are susceptible to various hardware non-idealities, e.g., non-linearities, phase noise, I/Q imbalance, which can vary between measurements collected between training and inference phases
· Inconsistencies between path selection /sample (sub-sample) selection can occur between training and inference phases, which may lead to additional ambiguities.
In our view, there are a host of ambiguities that may be applicable to both sample-based and path-based time domain representations, which may be out of scope of resolution from a 3GPP specification perspective due to many of these ambiguities being dependent on the type of implementation. Therefore, it would be up to implementation to resolve or account for the inconsistencies/ambiguities for both sample-based/path-based approaches during training and inference phases of positioning.
Observation 3: Ambiguities between training and inference for sample-based/path-based time approaches can occur, e.g., varying measurement noise/interference, varying hardware non-idealities, inconsistencies between path selection /sample (sub-sample) selection. It is up to implementation to resolve these ambiguities.
Therefore, both sample-based or path-based time domain channel measurements may be considered depending on the applicable use case. It is also worth mentioning that for a specific case there is no mixed scenario supported, e.g., sample-based measurements are used in training while path-based measurements are used for inference. This scenario is not to be supported to avoid timing representation ambiguity.
Proposal 1: On the time domain channel information representation, consider support for a hybrid approach in relation to the cases:
· For Cases 1, 2b, and 3b: Support sample-based time domain representation 
· For Cases 2a and 3a: Support legacy-based path timing time domain representation
· Note: For each of the above use cases, use of one type time domain representation (e.g. sample-based approach) in training and another type of time domain representation (e.g. path-based approach) during inference is not supported.

Proposal 2: It is up to implementation to resolve the ambiguities/inconsistencies of either sample-based or path-based time domain channel measurements during training and inference.

Measurement Types for Model Input
During the RAN1#116 meeting [3], the following agreements was made in relation to Model Input type for Direct AI/ML Positioning and AI/ML assisted positioning use cases:
	RAN1#116 Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE
RAN1#116 Agreement
For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

RAN1#116 Agreement
For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

RAN1#116 Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.

RAN1#116 Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.
RAN1#116 Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.



A fingerprint channel measurement for supporting Direct AI/ML positioning may comprise of a newly defined measurement such as a Channel Impulse Response (CIR) or power delay profile (PDP) as noted above be based on existing RAT-dependent or RAT-independent measurements. In terms of a considering one or more Direct AI/ML positioning measurements as part of a fingerprint, Table 1 illustrates the advantages and disadvantages of different categories of Channel/power measurements. 
[bookmark: _Ref158738721]Table 1: Potential new and existing Direct AI/ML Positioning measurements
	Direct AI/ML Positioning Measurement
	Advantages
	Disadvantages

	Channel Impulse Response (CIR)
(New Measurement)
	Provides a unique channel observation per location based on number of time domain samples and ground truth spacing
	· High reporting overhead based on sample resolution 
· Need to consider measurement requirements and test cases (RAN4)
· Requires additional overhead reduction techniques, e.g., based on windowing, first N samples, etc.

	Power Delay Profile
(New Measurement)
(Already Agreed)
	Provides a unique received power delay profile (2D vector) per location based on number of paths and path delay pairing.
	· Reporting overhead depends on the sample resolution per path of PDP.
· Need to consider measurement requirements and test cases (RAN4)
· Requires additional overhead reduction techniques

	Delay Profile (DP)
(New Measurement)
(Already Agreed)
	Provides a low overhead received delay profile (1D vector) per location based on number of paths
	· May not be sufficiently unique to form a fingerprint
· Less accurate when compared to PDP/CIR

	Power Angle Profile
(New Measurement)
	Provides a unique received power angle profile (2D vector) based on AoA per location based on number of paths
	· High reporting overhead  but less perceived overhead when compared to CIR reporting.
· Need to consider measurement requirements and test cases (RAN4)
· Requires additional overhead reduction techniques

	Angle delay Profile
(New Measurement)
	Provides a unique received angle delay profile (2D vector) based on received signal AoA and delay per location based on number of paths
	· High reporting overhead  but less perceived overhead when compared to CIR reporting.
· Need to consider measurement requirements and test cases (RAN4)
· Requires additional overhead reduction techniques

	Timing-based Measurements (DL RSTD, UE Rx-Tx time difference measurement, gNB Rx-Tx time difference measurements, UL-RTOA)
(Existing Measurements)
	· Provides a unique time-based fingerprint per location
· Can be used in combination channel observation/channel profile measurements

	· May be ambiguous if only used to derive a fingerprint
· Susceptible to multipath inaccuracies

	Received-Power-based Measurements (DL PRS RSRP/RSRPP, UL SRS RSRP/RSRPP)
(Existing Measurements)
	· Provides a low overhead power-based fingerprint per location
· Can be used in combination channel observation/channel profile measurements

	· May be ambiguous if only used to derive a fingerprint
· Susceptible to multipath inaccuracies


	Angle-based Measurements (DL-AoD, UL-AoA)
(Existing Measurements)
	· Provides a low overhead power-based fingerprint per location
· Can be used in combination channel observation/channel profile measurements
	· May be ambiguous if only used to derive a fingerprint
· Susceptible to multipath inaccuracies


It can be noted that Table 1 is applicable to both DL-based Direct AI/ML positioning measurements based on DL-PRS and UL-based positioning measurements based on UL-SRS. In addition, for certain new Direct AI/ML Positioning measurements, there may be no other alternative but to consider overhead reduction techniques to overcome the potentially large sizes of sample-based measurements. Existing measurements may also be considered to support Direct AI/ML positioning, although relying on such measurements entirely to form a channel fingerprint may be ambiguous or lead to inaccuracies.
During the RAN1#116 meeting, it was further agreed that for cases 2b and 3b, timing information corresponding to DP and paired timing information corresponding to PDP are supported.  Therefore, the remaining measurements according Table 1 may be considered in addition to the agreed model input types (PDP and DP).
Proposal 3: RAN1 to support the following additional model input types for DL-based Direct AI/ML positioning measurements for case 2b based on DL-PRS:
· Support channel observation measurements in the form of DL CIR measurements 
· Support the inclusion of additional channel profiles such as DL-based power-angle/phase profile (paired power and phase information) and/or angle-delay domain (paired angle/phase and timing information).
· NOTE: Above measurements may be considered in conjunction with overhead reduction techniques.

Proposal 4: RAN1 to support the following additional model input types for UL-based Direct AI/ML positioning measurements for case 3b based on SRS for positioning:
· Support channel observation measurements in the form of UL CIR measurements 
· Support the inclusion of additional channel profiles such as UL-based power-angle/phase profile (paired power and phase information) and/or angle-delay domain (paired angle/phase and timing information).
· NOTE: Above measurements may be considered in conjunction with overhead reduction techniques.

The use of legacy measurements for DL-based Direct AI/ML positioning (case 1 and Case 2b) and UL-based Direct AI/ML positioning (Case 3b) may also be considered. 

Proposal 5: Support the re-use of legacy positioning measurements as model input types for the following Direct AI/ML positioning cases to derive a fingerprint:
· Case 1, 2b (DL-based): Support DL-RSTD, UE Rx-Tx time difference, DL-PRS RSRP/RSRPP measurements
· Case 3b (UL-based): Support UL-RTOA, gNB Rx-Tx time difference, UL-AOA and SRS RSRP/RSRPP measurements
· Note: The above may be considered in conjunction with channel observation measurements.
Sample-based Measurement Overhead Reduction
Channel observations such as CIR can provide a good representation of the multipath channel characteristics, which is coupled with the location of UE in a given area, which makes it well-suited for forming an RF fingerprint. However, performing high-resolution CIR is proportional to the configured bandwidth and depending on which features are extracted, may result in higher measurement complexity. The transfer of such raw measurement data can also incur significant overhead, which may cause a significant resource burden over the air interface.  
From a sample perspective it has been shown that all CIR samples may not be relevant for a given measurement and thus the overhead may be reduced by configuring the first N samples to be reported. Alternatively, a measurement window may be re-defined to limit the number of CIR samples to be measured. A power threshold or interval may also be configured to limit the reporting of CIR samples based on a certain power or between two power thresholds.
From a network perspective, a number of parameters may also be adapted to reduce the overall overhead of a fingerprint comprising one or more new/existing Direct AI/ML positioning measurements. One such aspect is the reduction in number TPs/RPs from which a fingerprint is derived. This is also coupled with reduction of ground truth/reference locations for which a PRU UE/TRP may perform a Direct AI/ML positioning measurement. Both of these aspects may result in lower measurement overhead to derive fingerprint at the cost of location accuracy. Quality metrics may be associated with the Direct AI/ML positioning measurements in order to avoid reporting so-called “bad quality” Direct AI/ML measurements. Quality metrics may be defined in terms of e.g., SNR or SINR.
Proposal 6: RAN1 to support techniques for reduced DL-PRS/SRS-based measurement overhead for Direct AI/ML positioning from a parameter perspective, e.g., Windowing, first N samples, power thresholding or from a network perspective, e.g., reduction in the number of TPs, reduction in ground truth locations to be measured or based on measurement quality metrics.
Reference Time
During the RAN1#116 meeting [3], it was agreed that for Case 3b, where NG-RAN node assisted positioning with LMF-side model is enabled using direct AI/ML positioning, the timing information of the UL channel observations generated at the gNB/TRP is represented relative to a reference time. 
	RAN1#116 Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time

RAN1#116bis Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 


The concept of a reference time has already been specified in TS 38.215 [4] with respect to legacy UL-based timing positioning measurements, e.g., UL-RTOA:
	Definition
	The UL Relative Time of Arrival (TUL-RTOA) is the beginning of subframe i containing SRS received in Reception Point (RP) [18]  j, relative to the RTOA Reference Time [16]. 

The UL RTOA reference time is defined as , where
-	 is the nominal beginning time of SFN 0 provided by SFN Initialization Time [15, TS 38.455]
-	, where  and  are the system frame number and the subframe number of the SRS, respectively.

Multiple SRS resources can be used to determine the beginning of one subframe containing SRS received at a RP.

The reference point for TUL-RTOA shall be:
-	for type 1-C base station TS 38.104 [9]: the Rx antenna connector,
-	for type 1-O or 2-O base station TS 38.104 [9]: the Rx antenna (i.e. the centre location of the radiating region of the Rx antenna),
-	for type 1-H base station TS 38.104 [9]: the Rx Transceiver Array Boundary connector.


The definition and concept of the reference time information for UL channel observation measurements can be re-used in the case of case 3b. It was also pointed that Multi-RTT may also apply Case 3b, whereby the UE’s DL-based measurements may contribute to the channel observation. It may reasonable to assume that the LMF can also consider UE Rx-Tx time difference measurements as part of Case 3b, since the inference is performed at the LMF. The reference time may be same as legacy where, the time of the beginning of a subframe is determined by assuming the time durations of the OFDM symbols at the receiver are the same as defined in TS 38.211.
Proposal 7: For Case 3b, support the use of UE Rx-Tx time difference measurements (Multi-RTT) for the LMF-side model. The UE reference time of the beginning of the subframe is same as legacy.
AI/ML Assistance Information
Direct AI/ML Positioning
Further assistance data signalling may be utilised to facilitate model training and inference for Direct AI/ML positioning, such as providing AI/ML-specific RS configurations, e.g., DL-PRS configurations to perform measurements, which would serve as input data for training and inference. The existing DL-PRS configuration may require adaptations in terms of additional information indicating the validity of these DL-PRS configurations, depending on the defined ground truth/reference location information of the Direct AI/ML positioning measurements during the offline phase.  
For Case 1, this may be indicated via the legacy assistance data configurations, e.g., LPP RequestAssistanceData message and LPP ProvideAssistanceData as to the applicability of requested DL-PRS configurations for certain pre-defined ground truth/reference locations, which would be received by a PRU UE. For Case 2b, this may be indicated via the legacy measurement configurations, e.g., LPP RequestLocationInformation message and legacy reporting mechanisms, e.g., LPP ProvideLocationInformation indicating which measurements are associated with certain ground truth/reference locations.
Positioning training datasets may comprise primarily of RAT-dependent positioning measurements, which are configured from the network-side, while RAT-independent measurements may also be considered to generate training data. The current positioning framework enables configuration of both RAT-dependent and RAT-independent measurements in the case of UEs, while the NG-RAN node may be configured to perform UL-based measurements, e.g., UL-AoA, UL-RTOA, etc. Therefore, existing measurement configuration signalling procedures that are supported can also be re-used to enable training data generation in the form of measurements for both Direct AI/ML and Assisted AI/ML positioning sub-use cases. However, these configurations should be tailored to perform AI/ML positioning measurements, which may differ to non-AI/ML positioning measurements, e.g., reference locations should be provided along with the measurement configuration in order to understand where these ground truth measurements should be performed. However, it is understood that there may not be any new physical layer enhancements on top of the existing RS configuration(s) or any new RS configuration(s) for positioning measurements.
Proposal 8: For Case 1, consider association of RS configurations for performing Direct AI/ML positioning measurements with each pre-defined reference/ground truth location taken by PRU/non-PRU UE. FFS how to signal the association, e.g., via LPP AssistanceData exchange procedure for DL-PRS configurations. 
Proposal 9: For Case 2b, consider association of performed and reported Direct AI/ML positioning measurements for each pre-defined reference/ground truth location taken by PRU/ non-PRU UE. FFS how to signal the association, e.g., using via LPP LocationInformation exchange procedure for DL-PRS measurements.
In the case of NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning (Case 3b), the LMF is aware about the TRP locations and can generate the reference/ground-truth locations, where each UL Direct AL/ML positioning measurement is performed. Another useful attribute to derive a unique UL fingerprint is to consider the location at which the SRS for positioning was transmitted by the PRU UE. This would create reference/ground truth location pair of TRP and PRU UE, which may enhance the features of the UL fingerprint by promoting the uniqueness of the UL fingerprint measurement.
Proposal 10: For Case 3b, consider association of reference/ground truth location pairs comprising of the TRP location and PRU/non-PRU UE location when transmitting SRS for positioning with the UL Direct AI/ML positioning measurement. FFS how to obtain UE location when transmitting SRS for positioning and association to a UL Direct AI/ML positioning measurement.
Data Set Construction and Collection
The training and inference models are largely influenced by the scale of data as well as the type and quality/accuracy of data used to train it. In the context of positioning, the data sources may consist of the different entities including target-UE serving gNB and/or neighbouring gNB(s) and LMF.
If the training and inference is performed at the LMF (network-side), then the gNB and UE positioning measurements are key to the data set construction and collection. If the training and inference are performed on the gNB or UE side, then data set is constructed based on locally collected measurements, e.g., at gNB or UE as well as potential measurements/data gathered from other entities. Such positioning measurements may be provided on an offline basis based on a past time instances/intervals (e.g., in the order of past hours, days, etc.). 
During the RAN1#116bis meeting [4], the following working assumptions and agreements was made in relation to training data collection:
	Agreement
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:
· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 
Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 

Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.


Training Data Sample Content
An agreement was made during the RAN1#116bis meeting on the details of a training data sample by categorising a training data sample into 2 parts, Part A and Part B. Part A of the training data is meant to convey the raw channel measurement performed by the UE or gNB, which may be utilised for unsupervised learning, while inclusion of Part B includes label information , which may be used for semi-supervised or supervised learning. As such the channel measurement as included in Part A may be defined in terms of how the UE or gNB performs positioning measurements in legacy, in other words according to the potential DL or UL measurements definitions to be specified in TS38.215. On whether pre-processing of the measurement is performed or not depends on the definition of the measurement, which needs to further stidued.
Proposal 11: Channel measurement in Part A of a Training Data samples is to be defined according to a potential DL or UL channel measurement that may be specified in TS 38.215. FFS if any pre-processing conditions are to be applicable to the measurement definition.
Label and Label Quality Indications 
The entity/node requesting the data may also be further enabled to request if the provided data is to be labelled (in the case of supervised/semi-supervised learning models) or unlabelled (raw data in the case of unsupervised learning models). Furthermore, the type of labels may vary depending on the AI/ML model being used. Such labels may for example, include location information associated with each measurement and timestamp information to obtain some time domain information of each measurement. These labels may at least be required depending on the type of positioning models, e.g., especially in Cases 1-2b. The measurement configuration and reporting framework can be further enhanced to optimize the various AI/ML models deployed at each node. For example, the LMF may request a set of measurements based on a set of measurement criteria, that are to be optimized for a particular AI/ML model, e.g., explicit request of certain features based on the type of positioning technique, or request raw data or data with data specific labels. This effectively improves the way measurement data is collected, especially for the AI/ML-based positioning. Examples of labels may include but not limited to UE/PRU location.
Existing LPP messages such as RequestLocationInformation and ProvideLocationInformation may be used to indicate the need to provide training data labels or not. Similar procedures can re-used on the NRPPa interface to enable gNBs to provide training data with or without labels. 
It has been agreed that Part B of the Training data sample may include ground truth data, label quality indicator and label timestamp. In this case it would be beneficial to provide indication signalling to the data generation entity that Part A and/or Part B of the training data sample is required for the entity that trains the AI/ML model.
Proposal 12: Support the indication to provide only Part A (unlabelled) or Part A and Part B (labelled indication) of the training data sample from the requesting entity, e.g., entity/node training the AI/ML model. Existing LPP/NRPPa signalling may be used to provide labelled/unlabelled data indication to different PRUs/UEs/network entities. 
In addition, label quality indication can be signalled to the measurement node in order to provide insights on the useability of the received labelled of data for training purposes. Label quality may be associated to either Direct AI/ML or Assisted AI/ML measurements. An example of a label quality in terms location may be the accuracy or location estimate quality of the ground truth location. 
Proposal 13: Label quality indication of Part B of a training data sample may also be associated with ground truth labels. If ground truth label is location, then associated label quality may include location accuracy/uncertainty/confidence. FFS other label quality metrics based on the type of ground truth label.
Request/Report Signalling of Training Data 
In general, there are a few scenarios for Training data transfer, depending on whether the network (NW), e.g., LMF or gNB or UE performs the training:

· Scenario 1 - LMF-side Model Training: Positioning-dataset, e.g., comprising measurement transfer using existing 3GPP-signaling, e.g., LPP from UE /NRPPa from gNB
· Scenario 2 – UE-side Model Training: Proprietary signaling where the Positioning-dataset is transferred without any specification impact using non-3GPP approaches, e.g., transferred to OTT server or OAM signalling. In this case training may be performed at the UE or on OTT/OAM side.
· Scenario 3 – gNB-side Model Training: Proprietary signaling where the Positioning-dataset is transferred without any specification impact using non-3GPP approaches, e.g., transferred to OTT server or OAM signalling. In this case training may be performed at the gNB or on OTT/OAM side.
Scenario 1 may be applicable to Cases 2b and 3b, while Scenario 2 may be applicable to Cases 1 and 2a, while Scenario 3 may be appliable to Case 3a. Each of the above scenarios needs to be supported. 
In the context of LCM operations, Scenario 1 can also be used for other LCM procedures such as transmission of updated datasets or transfer of model monitoring information which may enable fast exchange of information, but it might not be the appropriate method for transmission of large scale positioning-datasets, e.g., the datasets needed for initial training of the model, due to the large incurred overhead.
Alternatively, Scenarios 2 and 3 (proprietary signalling) of the training dataset may be more reasonable for initial training phases, where large datasets need to be transferred directly to OTT/OAM related entities, however it may not be suitable for other stages of the LCM, e.g., model adaptation (update) due to positioning latency requirements or response time requirements which may be impossible to meet using proprietary signalling. Furthermore, Scenarios 2 and 3 may be considered if the training data is derived by the UE/gNB, e.g., using measurements, which can then be transferred to an OTT/OAM server.
Proposal 14: Consider the specification of data request and data collection for the enhanced positioning accuracy use case by considering outcomes in the ongoing RAN2 study, and taking into account the following scenarios:
· Scenario 1 - LMF-side Model Training: Positioning training dataset transfer is performed using existing 3GPP-signaling, e.g., LPP/NRPPa signalling
· Scenario 2 - UE-side Model Training: Positioning training dataset transfer is performed without specification impact using non-3GPP technologies, e.g., proprietary signalling/OAM signalling. In this case training may be performed at the UE or on OTT/OAM side.
· Scenario 3 - gNB-side Model Training: Positioning training dataset transfer is performed without specification impact using non-3GPP technologies, e.g., proprietary signalling/OAM signalling. In this case training may be performed at the gNB or on OTT/OAM side.

Data Construction/Generation Entity
The TR38.843 study noted the following options on data collection entities that generate training data under Clause 7.1.4 [2]:
	Training data generation for AI/ML based positioning
…
The following options of entity to generate other training data (at least measurement corresponding to model input) are identified:
-	For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
-	PRU 
-	UE
-	For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
-	TRP

Data collection for AI/ML based positioning
…
Notes: Study may consider different entity to generate training data as well as different types of training data when applicable. Study considers both of the following cases when applicable: when the training entity is the same entity to generate training data, and when the training entity is not the same entity to generate training data


In relation to the different discussed sub use-cases, specification support for both of the following options need to be supported:
· Option 1: Training entity is the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 1, 2a, 3a
· Option 2: Training entity is not the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 2b, 3b
Proposal 15:  RAN1 to consider the following principles between training entity and training data construction/generation:
· Option 1: Training entity is the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 1, 2a, 3a
· Option 2: Training entity is not the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 2b, 3b.
· Option 3: Both Option 1 and Option 2.

A number of working assumptions were made with regard to Part A, e.g., channel measurement generation entity or Part B, e.g., label generation entity for Cases 1, 2a, 2b and 3b. Since this serves as a starting point for further details on the training data generation entity, it is recommended to confirm the working assumptions discussed in RAN1#116bis [4].

Proposal 16: RAN1 to confirm the following working assumptions on training data generation in relation to measurement and related data:
· For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
· For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Similar working assumptions on training data generation in relation to label data generation can also be confirmed. In addition, a non-PRU UE with estimated location can also be exploited to provide good quality labels provided that the label quality is good enough to take into account during training.

Proposal 17: RAN1 to confirm the following working assumptions on training data generation in relation to label and its related data:
· For training data generation of AI/ML based positioning Cases 1, 2a and 2b , the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
· Note: transfer of the label and its related data is out of RAN1 scope..
· For training data generation of AI/ML based positioning Cases 3b , the label and its related data (e.g., time stamp) can be generated by:
· For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
· Note: transfer of label and its related data is out of RAN1 scope.
Model Management 
During the RAN1#116 meeting [3] and RAN1#116bis [4], a few agreements have been made in an effort to progress on the specification support AI/ML model performance monitoring:
	RAN1#116 Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

RAN1#116bis Agreement 
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation

RAN1#116bis Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.



Positioning AI/ML Model Monitoring
Support for AI/ML model monitoring or maintenance is required via feedback and update procedures. Since the radio propagation channel environment and UE movements are dynamic, it is important to ensure the validity of the data set with respect to the trained model. This is to avoid any potential invalidity of the data set based on updated conditions of the environment and UE. Regular AI/ML model monitoring and update procedures therefore need to be supported.

Since model monitoring is a continuous process and may vary with time, sufficient statistics on the model output will assist in determining if the model output is deviating from the desired performance. To this end, two scenarios of performing monitoring with and without the aid of a ground truth label may be considered:
· Model Performance Monitoring Type 1- Using Ground truth Label: In the case of models based on ground truth labels, monitoring the performance of an AI/ML model may be performed with respect to the ground truth labels provided that such labels are of high quality. In this regard, monitoring the errors between ground truth label and model output can enable monitoring of the AI/ML model.
· Model Performance Monitoring Type 2- Without Ground truth Label: In the case of models without ground truth labels, monitoring an AI/ML model may be more challenging. One approach is to make use of statistical information regarding the distributions between the input and output data. The types of statistical parameters/information relating to the data inputs/outputs, e.g., mean, std deviation, variance, etc., should be further understood in terms of whether such parameters should be considered for specification impact or may be left up to implementation.

During RAN1#116bis [4], a few agreements were made with regard to AI/ML performance monitoring for Case 1 and Case 3a. Overall, it has been understood that methods on how to perform the derivation of the model monitoring metric is up to implementation. 

Two options were discussed for AI/ML model performance monitoring for Case 3a with gNB-sided model, where ground label is generated and used to perform monitoring. Option A seems straight forward where the NG-RAN node performs monitoring metric calculation for its own model, however it requires knowledge of the ground truth labels including LOS/NLOS or timing information, e.g., if a PRU performs a SRS transmission at a certain location that requires ground truth label of LOS/NLOS or timing information to be generated. However, currently the NG-RAN node is not supported to consume a UE’s location with the exception of RRM or MDT procedures. In the case of Option B, the transfer of model output of LOS/NLOS or timing information may incur potentially high signalling overhead over NRPPa, and this requires further study in terms of signalling overhead.

Proposal 18: For model monitoring for AI/ML positioning Case 3a, RAN1 to clarify the following before making any recommendations:
· Option A: Whether the NG-RAN node has knowledge of the UE’s location for performing monitoring metric calculation for its own model.
· Option B: Impact of signalling overhead of transferring model output to LMF for performing monitoring metric calculation for model located at gNB.

In a similar manner, 2 main options were discussed (each with their own corresponding sub-options), including Option A- where target UE side (including target UE or OTT server) or Option B - LMF performing model monitoring metric calculation.
In terms of Option A, the 4 listed sub-options (Options A-1, A-2, A-3 and A-4) are reasonable to support as no additional new signalling frameworks are required to support the transfer of ground truth label information to enable the target UE side to perform model monitoring metric calculation.

Proposal 19: For Option A – target UE model monitoring for AI/ML positioning Case 1, support Options A-1, A-2, A-3 and A-4 in terms of receiving ground truth label information.

In terms of Option B, the 2 listed sub-options are in principle feasible but further study is needed on the signalling overhead impacts of transferring the inference results from target UE to LMF and the desired latency to perform model monitoring at the LMF. According to the LS reply sent by RAN1 to RAN2 [6], the following high-level latency requirements were agreed for positioning:

For positioning
Table 2: RAN1 LS reply on AI/ML Positioning Monitoring Latency Requirements [6]
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Monitoring
	All Cases
	Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion
	Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion
	Near-real-time
	Note 6: RAN1 agreed on an initial listing of entities that can derive the monitoring metric for AI/ML positioning for different cases (Case1 to Case3b):
 -1: At least UE derives monitoring metric
 -2a: At least UE derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -3a: At least gNB/TRP derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -2b and 3b: At least LMF derives monitoring metric 
Note 7: No agreement yet on a monitoring decision entity or their mapping to other entities (e.g., entity running the inference, entity deriving the monitoring metric, etc.).



This implies that Option B-2 of involving the LMF to perform model metric calculation may not meet the latency requirements of near-real-time monitoring. 

Proposal 20: For Option B – LMF model monitoring for AI/ML positioning Case 1, further study Option B in terms near-real time latency requirements for performance monitoring.

Model Identification
Model-ID and Functionality-based LCM
The positioning AI/Models or functionality associated with such AI/ML models needs to be generally identified to facilitate Life Cycle Management (LCM) with the assistance of the Network. From our perspective, both "functionality-based LCM" and "model-ID-based LCM" have the same objective, but they aim to target different hierarchical levels of AI/ML model awareness. One hierarchy is focused on "functionality", which considers configuration parameters and applicable conditions, while the other focus is on the overall "model" encompassing model description, configurations and applicable conditions. Nonetheless this is an ongoing study in RAN2 and any updates or applicability on the Positioning use case can be awaited pending progress in RAN2.
Proposal 21: Further study model-ID-based LCM or functionality-based LCM and consider outcomes in the RAN2 study for the Positioning use case, where applicable.
Model Transfer
Mechanisms should also be supported in which model transfer of a positioning AI/ML model may take place between UE, gNB and the LMF. Such models are envisioned to be quite large in terms of the different model parameters and appropriate and efficient signalling of such parameters should be further studied. Different formats may be specified based on different network-collaboration levels including open and proprietary formats.

Proposal 22: Further study mechanisms by considering outcomes in the RAN2 study to enable efficient positioning AI/ML model transfer between UE, gNB and LMF including the different types of formats.
SA2 LS on Direct AI/ML Positioning [R1-2403835/S2-2405833]
SA2 has sent an LS related to Direct AI/ML positioning [8], whereby responses to 2 clarification questions are to be provided to SA2 in relation to training and inference data. 
For Cases 2b and 3b in relation to Direct AI/ML positioning, with LMF-side model, SA2 has identified the following Key Issue [7]:
	5.2.1 Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning
This key issue aims to provide solutions for whether and how to consider enhancements to support AI/ML based Positioning for Cases 2b, 3b as defined in TR 38.843, which will investigate the following aspects:
-	Study whether and how an AI/ML model for Direct AI/ML positioning (i.e. case 2b/3b) is handled:
-	Which entity trains the model for Direct AI/ML positioning and if the entity that train the model and the consumer are different, how the Model consumer gets the trained AI/ML model;
-	How the Model consumer uses the trained model to perform inference and/or derive UE position;
-	Define procedures for data collection with objective to train AI/ML models for Direct AI/ML positioning.
-	Whether and how to support Direct AI/ML positioning with additional 5GC enhancements.
-	How to monitor model performance for ML models used for Direct AI/ML based positioning.
NOTE 1:	UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of this key issue.
NOTE 2:	What data to be collected for the model training/model inference/model performance monitoring for LMF-sided model needs to be coordinated with RAN WGs.
NOTE 3:	Any potential impacts for case1/2a/3a in TR 38.843, are out of the scope and any potential alignment work will be based on the possible requirements defined by RAN WGs considering the conclusions in TR 38.843.



For Question 1:

	1. What data to be collected for ML model training for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG? 



For this response to SA2’s Q1, RAN1 had already made a preliminary agreement on a training data sample comprising of Part A and Part B. This agreement can in part serve as a response to SA2 to further guide their study. 

Proposal 23: For the LS [R1-2403835] response to SA2’s Q1 on training data content, include the RAN1#116bis agreement on training data sample comprising of Part A and Part B. Further clarify RAN1 terminology of “Part A” and “Part B” in the response, if this agreement is sent as a response. 

For Question 2:

	2. What data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG?



For this response to SA2’s Q2, the inference data normally comprise the measurements performed by either UE (Case 2b) or gNB (case 3b). This is similar to the Part A components of the preliminary agreement on a training data sample comprising. Inference data content may include channel measurements, channel measurement quality indicator and/or channel measurement timestamp.

Proposal 24 For the LS [R1-2403835] response to SA2’s Q2 on inference data content, the inference data content may comprise Part A information including channel measurements, channel measurement quality indicator and/or channel measurement timestamp.
Conclusion
The following observations are summarized as follows:
Observation 1: The use of Nt=128, is a compromise of accuracy and signalling overhead for the sample-based approach.
Observation 2: Use of sample-based approach is particularly suited to CIR as model input, when high Direct AI/ML positioning accuracy requirements at the cost of higher overhead when compared to PDP/DP.
Observation 3: Ambiguities between training and inference for sample-based/path-based time approaches can occur, e.g., varying measurement noise/interference, varying hardware non-idealities, inconsistencies between path selection /sample (sub-sample) selection. It is up to implementation to resolve these ambiguities.
The proposals in this contribution are summarized as follows:
Sample-based vs Path-based timing information measurements
Proposal 1: On the time domain channel information representation, consider support for a hybrid approach in relation to the cases:
· For Cases 1, 2b, and 3b: Support sample-based time domain representation 
· For Cases 2a and 3a: Support legacy-based path timing time domain representation
· Note: For each of the above use cases, use of one type time domain representation (e.g. sample-based approach) in training and another type of time domain representation (e.g. path-based approach) during inference is not supported.

Proposal 2: It is up to implementation to resolve the ambiguities/inconsistencies of either sample-based or path-based time domain channel measurements during training and inference.

Model Input Types

Proposal 3: RAN1 to support the following additional model input types for DL-based Direct AI/ML positioning measurements for case 2b based on DL-PRS:
· Support channel observation measurements in the form of DL CIR measurements 
· Support the inclusion of additional channel profiles such as DL-based power-angle/phase profile (paired power and phase information) and/or angle-delay domain (paired angle/phase and timing information).
· NOTE: Above measurements may be considered in conjunction with overhead reduction techniques.

Proposal 4: RAN1 to support the following additional model input types for UL-based Direct AI/ML positioning measurements for case 3b based on SRS for positioning:
· Support channel observation measurements in the form of UL CIR measurements 
· Support the inclusion of additional channel profiles such as UL-based power-angle/phase profile (paired power and phase information) and/or angle-delay domain (paired angle/phase and timing information).
· NOTE: Above measurements may be considered in conjunction with overhead reduction techniques.

Proposal 5: Support the re-use of legacy positioning measurements as model input types for the following Direct AI/ML positioning cases to derive a fingerprint:
· Case 1, 2b (DL-based): Support DL-RSTD, UE Rx-Tx time difference, DL-PRS RSRP/RSRPP measurements
· Case 3b (UL-based): Support UL-RTOA, gNB Rx-Tx time difference, UL-AOA and SRS RSRP/RSRPP measurements
· Note: The above may be considered in conjunction with channel observation measurements.

Proposal 6: RAN1 to support techniques for reduced DL-PRS/SRS-based measurement overhead for Direct AI/ML positioning from a parameter perspective, e.g., Windowing, first N samples, power thresholding or from a network perspective, e.g., reduction in the number of TPs, reduction in ground truth locations to be measured or based on measurement quality metrics.

Reference Timing Information

Proposal 7: For Case 3b, support the use of UE Rx-Tx time difference measurements (Multi-RTT) for the LMF-side model. The UE reference time of the beginning of the subframe is same as legacy.

AI/ML Assistance Information-Training

Proposal 8: For Case 1, consider association of RS configurations for performing Direct AI/ML positioning measurements with each pre-defined reference/ground truth location taken by PRU/non-PRU UE. FFS how to signal the association, e.g., via LPP AssistanceData exchange procedure for DL-PRS configurations. 
Proposal 9: For Case 2b, consider association of performed and reported Direct AI/ML positioning measurements for each pre-defined reference/ground truth location taken by PRU/non-PRU UE. FFS how to signal the association, e.g., using via LPP LocationInformation exchange procedure for DL-PRS measurements.

Proposal 10: For Case 3b, consider association of reference/ground truth location pairs comprising of the TRP location and PRU/non-PRU location when transmitting SRS for positioning with the UL Direct AI/ML positioning measurement. FFS how to obtain UE location when transmitting SRS for positioning and association to a UL Direct AI/ML positioning measurement.

AI/ML Data Collection Aspects

Proposal 11: Channel measurement in Part A of a Training Data samples is to be defined according to a potential DL or UL channel measurement that may be specified in TS 38.215. FFS is pre-processing conditions are to be added to the measurement definition. FFS if any pre-processing conditions are to be applicable to the measurement definition.

Proposal 12: Support the indication to provide only Part A (unlabelled) or Part A and Part B (labelled indication) of the training data sample from the requesting entity, e.g., entity/node training the AI/ML model. Existing LPP/NRPPa signalling may be used to provide labelled/unlabelled data indication to different PRUs/UEs/network entities.

Proposal 13: Label quality indication of Part B of a training data sample may also be associated with ground truth labels. If ground truth label is location, then associated label quality may include location accuracy/uncertainty/confidence. FFS other label quality metrics based on the type of ground truth label.

Proposal 14: Consider the specification of data request and data collection for the enhanced positioning accuracy use case by considering outcomes in the ongoing RAN2 study, and taking into account the following scenarios:
· Scenario 1 - LMF-side Model Training: Positioning training dataset transfer is performed using existing 3GPP-signaling, e.g., LPP/NRPPa signalling
· Scenario 2 - UE-side Model Training: Positioning training dataset transfer is performed without specification impact using non-3GPP technologies, e.g., proprietary signalling/OAM signalling. In this case training may be performed at the UE or on OTT/OAM side.
· Scenario 3 - gNB-side Model Training: Positioning training dataset transfer is performed without specification impact using non-3GPP technologies, e.g., proprietary signalling/OAM signalling. In this case training may be performed at the gNB or on OTT/OAM side.
Proposal 15:  RAN1 to consider the following principles between training entity and training data construction/generation:
· Option 1: Training entity is the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 1, 2a, 3a
· Option 2: Training entity is not the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 2b, 3b.
· Option 3: Both Option 1 and Option 2.

Proposal 16: RAN1 to confirm the following working assumptions on training data generation in relation to measurement and related data:
· For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
· For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Proposal 17: RAN1 to confirm the following working assumptions on training data generation in relation to label and its related data:
· For training data generation of AI/ML based positioning Cases 1, 2a and 2b , the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
· Note: transfer of the label and its related data is out of RAN1 scope..
· For training data generation of AI/ML based positioning Cases 3b , the label and its related data (e.g., time stamp) can be generated by:
· For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
· Note: transfer of label and its related data is out of RAN1 scope.

AI/ML Model Monitoring

Proposal 18: For model monitoring for AI/ML positioning Case 3a, RAN1 to clarify the following before making any recommendations:
· Option A: Whether the NG-RAN node has knowledge of the UE’s location for performing monitoring metric calculation for its own model.
· Option B: Impact of signalling overhead of transferring model output to LMF for performing monitoring metric calculation for model located at gNB.

Proposal 19: For Option A – target UE model monitoring for AI/ML positioning Case 1, support Options A-1, A-2, A-3 and A-4 in terms of receiving ground truth label information.

Proposal 20: For Option B – LMF model monitoring for AI/ML positioning Case 1, further study Option B in terms near-real time latency requirements for performance monitoring.

AI/ML Model Identification
Proposal 21: Further study model-ID-based LCM or functionality-based LCM and consider outcomes in the RAN2 study for the Positioning use case, where applicable.

AI/ML Model Transfer
Proposal 22: Further study mechanisms by considering outcomes in the RAN2 study to enable efficient positioning AI/ML model transfer between UE, gNB and LMF including the different types of formats.

SA2 LS on Direct AI/ML Positioning [R1-2403835/S2-2405833]

Proposal 23: For the LS [R1-2403835] response to SA2’s Q1 on training data content, include the RAN1#116bis agreement on training data sample comprising of Part A and Part B. Further clarify RAN1 terminology of “Part A” and “Part B” in the response, if this agreement is sent as a response.

Proposal 24 For the LS [R1-2403835] response to SA2’s Q2 on inference data content, the inference data content may comprise Part A information including channel measurements, channel measurement quality indicator and/or channel measurement timestamp.
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