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1 Introduction
According to the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface WID [1], the SI contains the following objectives:
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


In the RAN1 #116 and 116-bis meeting, RAN1 agreed options and reached some conclusions for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model as below [2, 3]:
Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.


Conclusion:
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.

Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.

Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 




In this contribution, we provide our views on inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model.Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 


2 Inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model
In the RAN1 #116-bis meeting, RAN1 agreed sub-options of Option 3 to 5 and made conclusions for Option 1 and 2 for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided models. In the following, we express our views on each of the options.
In last meeting, we provided our view of pros/cons for each of the options [4].
Option 1 is a fully standardized solution. We think this could engender a limit on innovation from different vendors in designing higher performance NN models. Therefore, it would be better to use this option for interoperability and RAN4 testing.
Option 2 was deprioritized at the last meeting as above conclusion.
Option 4 is the exchange of a dataset between NW-side and UE-side. This option can leave some innovation in implementation unlike option 1. However, this option can increase training complexity compared to option 3 and 5 because of the absence of a reference model. This can result in model incompatibility between NW-side reconstruction AI/ML model and UE-side construction AI/ML model.
From this point of view, we think option 3 or 5 should be considered as baseline for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model.
Proposal 1: RAN1 should consider option 3 or 5 as baseline for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided models.
The difference between Option 3a/5a and Option 3b/5b is whether UE can directly use the delivered model/parameters at UE side. If UE can use the delivered model/parameters directly, AI/ML model training complexity at UE side can be reduced. This merits consideration especially for low cost devices.
Proposal 2: RAN1 should support for option 3 or 5 direct use of the delivered model/parameters at the UE side.
On the other hand, if only direct using of the delivered model/parameters is supported without additional training, this could limit innovation from different vendors in designing higher performance NN models. From this point of view, we propose to support additional re-training based on provided model/parameters at UE-side.
Proposal 3: RAN1 should support additional re-training based on provided model/parameters at UE-side.
Considering above proposal, we think Option 3a-1/5a-1 or Option 3a-3/5a-3 would be the best choice considering device complexity and potential performance innovation. If applying Option 3a-2/5a-2, UE always needs to train CSI generation part based on provided CSI reconstruction part. This would increase the UE-side training complexity. Meanwhile, in Option 3a-1/5a-1 or Option 3a-3/5a-3, UE can directly use the provided CSI generation part. If UE want to achieve higher performance, UE can re-train CSI generation part based on the provided model/parameters. Figure 1 shows an example of this. gNB provides model/parameters of the trained CSI generation part to each UE_A to UE_C. Assuming that UE_A is a low cost device, UE_A can directly use the model/parameters of provided CSI generation part from gNB. On the other hand, UE_B and UE_C can re-train based on the model/parameters of provided CSI generation part and apply the re-trained model/parameters. This can mitigate the UE-side training complexity and have a potential of innovation from different vendors in designing higher performance NN models.
Proposal 4: Option 3a-1/5a-1 or Option 3a-3/5a-3 can be supported for inter-vendor training collaboration. In addition, UE can directly use the provided CSI generation part from gNB to reduce UE-side training complexity.


Figure 1: gNB provides the model/parameters of CSI generation part
3 Conclusion
In this contribution, we discussed our views on CSI compression via AI/ML. We proposed as follow:

Proposal 1: RAN1 should consider option 3 or 5 as baseline for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided models.
Proposal 2: RAN1 should support for option 3 or 5 direct use of the delivered model/parameters at the UE side.
Proposal 3: RAN1 should support additional re-training based on provided model/parameters at UE-side.
Proposal 4: Option 3a-1/5a-1 or Option 3a-3/5a-3 can be supported for inter-vendor training collaboration. In addition, UE can directly use the provided CSI generation part from gNB to reduce UE-side training complexity.
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