Page 8
Draft prETS 300 ???: Month YYYY
3GPP TSG RAN WG1 #117			R1-2404447
Fukuoka City, Fukuoka, Japan, May 20th – 24th, 2024

[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Source: 	CMCC
[bookmark: Title]Title:	Discussion on AI/ML for CSI compression
Agenda item:	9.1.3.2
[bookmark: DocumentFor]Document for:	Discussion & Decision
[bookmark: _Toc120549591]Introduction
Rel-19 NR AI/ML for Air Interface WI was approved in [1], we will discuss the following objectives in this contribution. 
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 




Evaluation on AI/ML based CSI compression
Temporal domain aspects of CSI compression
In RAN1#116 meeting [3], the following 5 cases have been identified and some of them maybe worthy to evaluated.
	Agreement
[bookmark: _Hlk162895957]For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:	
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded.


Among these cases, case 0 is the Rel-18 baseline case (spatial-frequency CSI compression), and for case 1, 2 5, the CSI feedback in the report is corresponding to present slot, while in case 3 and 4, it is targeting at future slot.
Evaluation on case 3
Evaluation case description
[bookmark: _Hlk162950218]In this section, we have some initial evaluation on case 3, and in terms of separate or joint CSI compression plus prediction, we call it two sub cases:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	3
	Future slot(s)
	Yes
	No


· Sub case 3-1: Separate CSI compression plus prediction
· Step1: UE perform AI based CSI prediction as the first step, where only one future CSI is predicted, i.e. the length of prediction window = 1. The model input will include one or more past CSIs.
· Step2: CSI compression at UE side. A CSI generation part for AI based CSI compression is deployed at UE side, where the model input will include one future CSI.
· Step3: CSI reconstruction at NW side. A CSI reconstruction part for AI based CSI compression is deployed at NW side to recover received CSI information.


[bookmark: _Hlk162950297]Figure 1. Procedure of sub case 3-1: Separate CSI compression plus prediction

· Sub case 3-2: Joint CSI compression plus prediction
· Step1: CSI generation at UE side. A CSI generation part for AI based CSI compression is deployed at UE side, where the model input will include one or past CSI.
· Step2: CSI reconstruction at NW side. A CSI reconstruction part for AI based CSI compression is deployed at NW side to recover received CSI information. The model output will be corresponding to one future CSI.



Figure 2. Procedure of sub case 3-2: Joint CSI compression plus prediction
Evaluation on sub case 3-1: separate CSI compression plus prediction
Regarding the model of AI based CSI prediction of sub case 3-1, we use 15 or 5 historic CSI samples to predict the 16th or 6th CSI in time domain. Therefore, the measurement window length in time intervals is 15 or 5 and the prediction window length in time intervals is 1.
The time interval between two CSIs is 5ms and the CSI information is the full channel in one RB. A full connected based AI model is applied here, and the parameter N in this AI model equals to 128. The detailed model description is shown below:


Figure 3. AI model structure for CSI prediction in sub case 3-1
After obtaining the model out of AI based CSI prediction, we will perform SVD operation on the predicted full channel considering the model input of AI bases CSI compression is designed as eigen vectors. The detailed model description is shown below:


Figure 4. General AI model structure for CSI compression in sub case 3-1


Figure 5. AI model structure of Feature Encoding for CSI compression in sub case 3-1

[bookmark: _Hlk102041343][bookmark: _Hlk102041382]For the evaluation of sub case 3-1, we use the square of generalized cosine similarity (SGCS) as the criterion to evaluate the difference between recovered future eigenvectors, i.e., the output of CSI reconstruction part at NW side, and the ground-truth future eigenvectors. In addition, the SGCS between recovered future eigenvectors, i.e., the output of CSI reconstruction part at NW side, and the predicted future eigenvectors, i.e., the output of CSI prediction part at UW side or the input of CSI generation part at NW side is also adopted to see the performance of CSI compression without prediction part.
Table 1. Definition of KPIs for sub case 3-1: Separate CSI compression plus prediction
	SGCS-1
	Recovered future eigenvectors, i.e., the output of CSI reconstruction part at NW side, V.S. Ground-truth future eigenvectors.

	SGCS-2
	Recovered future eigenvectors, i.e., the output of CSI reconstruction part at NW side, V.S. Predicted future eigenvectors, i.e., the output of CSI prediction part at UW side or the input of CSI generation part at NW side


In our evaluation, the UE speed is set as 10 km/h. And the UE distribution is 100% outdoor.
Table 2. Evaluation results for sub case 3-1: Separate CSI compression plus prediction
	Assumptions
	　
	　

	Temporal setting
	Temporal domain aspect Case 1-5
	Case 3
	Case 3

	
	CSI-RS configuration: periodic or aperiodic
For periodic: periodicity
For aperiodic: # of resources K in the CSI-RS burst / time internal m in msec
	periodic, 5ms
	periodic, 5ms

	
	CSI reporting periodicity
	5ms
	5ms

	
	Usage of historical CSI at UE side:  number / time distance
	15 / 5ms
	5 / 5ms

	
	Usage of historical CSI at NW side: number / time distance
	　
	　

	
	Prediction window: number / time distance between prediction instances / distance from the last observation instance to the 1st prediction instance (Only applicable to Case 3,4)
	1 / 5ms / 5ms
	1 / 5ms / 5ms

	Common description
	Input type
	Raw channel per SB
	Raw channel per SB

	
	Output type
	Precoding vector per SB
	Precoding vector per SB

	
	Quantization /dequantization method
	Uniform Quantization
	Uniform Quantization

	
	Rank/layer adaptation settings for rank>1
	　
	　

	Modeling assumptions
	UE distribution (Option 1 or Option 2), 
Indoor % (UE speed) / outdoor % (UE speed)
	Option 1 (10km/h)
	Option 1 (10km/h)

	
	Spatial consistency modeling
	none
	none

	
	channel estimation error modeling
	none
	none

	
	UCI loss modeling and handling
	none
	none

	
	rank adaptation modeling and handling
	none
	none

	
	phase discontinuity modeling and handling
	none
	none

	Dataset description
	Train/k
	70
	70

	
	Test/k
	7.8
	7.8

	
	Ground-truth CSI quantization method (including scalar/codebook based quantization, and the parameters)
	Floating point
	Floating point

	
	Overhead reduction compared to Float32 if high resolution quantization of ground-truth CSI is applied
	n/a
	n/a

	CSI generation part
	AI/ML model backbone
	Transformer
	Transformer

	
	Pre-processing
	SVD of sub-band channel
	SVD of sub-band channel

	
	Post-processing
	
	

	
	FLOPs/M for model
	21.414
	21.414

	
	FLOPs/M for pre/post processing
	
	

	
	Number of parameters/M
	10.707
	10.707

	
	Storage /Mbytes
	41.16
	41.16

	CSI reconstruction part
	AI/ML model backbone
	Transformer
	Transformer

	
	Pre-processing
	　
	　

	
	Post-processing
	　
	　

	
	FLOPs/M for model
	21.426
	21.426

	
	FLOPs/M for pre/post processing
	
	

	
	Number of parameters/M
	10.713
	10.713

	
	Storage /Mbytes
	41.17
	41.17

	Prediction scheme (separate or jointly with compression). Only applicable to case 3,4.
If separate, description of the AI or non-AI prediction algorithms: ideal prediction, AI-based prediction, non-AI-based prediction (e.g., nearest historical CSI and its location, learning window size / time correlation matrix size for auto-regression based prediction),
Note: the same prediction algorithm to be used for the benchmark scheme.
	separate prediction, AI-based prediction
	separate prediction, AI-based prediction

	Benchmark 1 for compression (non-AI/ML)
	Rel-18 doppler eType II
	Rel-18 doppler eType II

	Benchmark 2 for compression (Rel-18 AI/ML) (Only applicable to Case 1,2,5)
	　
	　
　

	Benchmark assumptions, e.g., CSI overhead calculation method (Optional)
	　
	　
　

	SGCS1-Absolute value (gain% over benchmark), layer 1
	Y: 100/α bits-140/α bits
	0.9529
	0.9329

	SGCS2-Absolute value (gain% over benchmark), layer 1
	Y: 100/α bits-140/α bits
	0.9809
	



Observation 1: The performance of case 3 will be improved when the length of observation window increase, in terms of SGCS in the case of separate prediction.
Evaluation on sub case 3-2: joint CSI compression plus prediction
Regarding the model of AI based CSI prediction of sub case 3-2, we use 15 or 5 historic CSI samples as model input and the model output is the predicted 16th or 6th CSI in time domain. Therefore, the measurement window length in time intervals is 15 or 5 and the prediction window length in time intervals is 1.
The time interval between two CSIs is 5ms and the CSI information is the eigenvectors of K subbands. The detailed model description is shown below:


Figure 6. AI model structure for sub case 3-2
For the evaluation of sub case 3-2, we use the square of generalized cosine similarity (SGCS) as the criterion to evaluate the difference between recovered future eigenvectors, i.e., the output of CSI reconstruction part at NW side, and the ground-truth future eigenvectors. 
In our evaluation, the UE speed is set as 10 km/h. And the UE distribution is 100% outdoor.
Table 3. Evaluation results for sub case 3-2: Joint CSI compression plus prediction
	Assumptions
	
	

	Temporal setting
	Temporal domain aspect Case 1-5
	Case 3
	Case 3

	
	CSI-RS configuration: periodic or aperiodic
For periodic: periodicity
For aperiodic: # of resources K in the CSI-RS burst / time internal m in msec
	periodic, 5ms
	periodic, 5ms

	
	CSI reporting periodicity
	5ms
	5ms

	
	Usage of historical CSI at UE side:  number / time distance
	15 / 5ms
	5 / 5ms

	
	Usage of historical CSI at NW side: number / time distance
	
	

	
	Prediction window: number / time distance between prediction instances / distance from the last observation instance to the 1st prediction instance (Only applicable to Case 3,4)
	1 / 5ms / 5ms
	1 / 5ms / 5ms

	Common description
	Input type
	Precoding vector per SB
	Precoding vector per SB

	
	Output type
	Precoding vector per SB
	Precoding vector per SB

	
	Quantization /dequantization method
	Uniform Quantization
	Uniform Quantization

	
	Rank/layer adaptation settings for rank>1
	
	

	Modeling assumptions
	UE distribution (Option 1 or Option 2), 
Indoor % (UE speed) / outdoor % (UE speed)
	Option 1 (10km/h)
	Option 1 (10km/h)

	
	Spatial consistency modeling
	none
	none

	
	channel estimation error modeling
	none
	none

	
	UCI loss modeling and handling
	none
	none

	
	rank adaptation modeling and handling
	none
	none

	
	phase discontinuity modeling and handling
	none
	none

	Dataset description
	Train/k
	70
	70

	
	Test/k
	7.8
	7.8

	
	Ground-truth CSI quantization method (including scalar/codebook based quantization, and the parameters)
	Floating point
	Floating point

	
	Overhead reduction compared to Float32 if high resolution quantization of ground-truth CSI is applied
	n/a
	n/a

	CSI generation part
	AI/ML model backbone
	Transformer
	Transformer

	
	Pre-processing
	SVD of sub-band channel
	SVD of sub-band channel

	
	Post-processing
	
	

	
	FLOPs/M for model
	7.392
	7.38

	
	FLOPs/M for pre/post processing
	
	

	
	Number of parameters/M
	3.694
	3.689

	
	Storage /Mbytes
	13.81
	13.79

	CSI reconstruction part
	AI/ML model backbone
	Transformer
	Transformer

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M for model
	21.477
	21.477

	
	FLOPs/M for pre/post processing
	
	

	
	Number of parameters/M
	10.736
	10.736

	
	Storage /Mbytes
	41.37
	41.37

	Prediction scheme (separate or jointly with compression). Only applicable to case 3,4.
If separate, description of the AI or non-AI prediction algorithms: ideal prediction, AI-based prediction, non-AI-based prediction (e.g., nearest historical CSI and its location, learning window size / time correlation matrix size for auto-regression based prediction),
Note: the same prediction algorithm to be used for the benchmark scheme.
	joint prediction
	joint prediction

	Benchmark 1 for compression (non-AI/ML)
	Rel-18 doppler eType II
	Rel-18 doppler eType II

	Benchmark 2 for compression (Rel-18 AI/ML) (Only applicable to Case 1,2,5)
	
	

	Benchmark assumptions, e.g., CSI overhead calculation method (Optional)
	
	

	SGCS1-Absolute value (gain% over benchmark), layer 1
	Y: 100/α bits-140/α bits
	0.9444
	0.9322



Observation 2: The performance of case 3 will be improved when the length of observation window increase, in terms of SGCS in the case of joint prediction.

Discussion on specification impacts on AI/ML based CSI compression	
Inter-vendor collaboration
In RAN1#116bis meeting [4], regarding inter-vendor training collaboration of AI/ML based CSI compression, we have following further agreements: 
	Conclusion:
· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).
· [bookmark: _Hlk166005094]It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.
Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.


Conclusion
· Deprioritize Option 2 for inter-vendor training collaboration.
· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.


Agreement
· For Option 3, further define the two sub-options:
· [bookmark: _Hlk166005836]3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· [bookmark: _Hlk166005879]3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· [bookmark: _Hlk166006953]Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 
Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· [bookmark: _Hlk166006909]Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· [bookmark: _Hlk166005916]Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Option 3b
· [bookmark: _Hlk166006271]The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 5b
· [bookmark: _Hlk166098295]The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 



In last meeting, among the five options for inter vendor collaboration, Option 3, 4 and 5 will be focused on in future study at least form RAN1 perspective. And several sub-options and variations have been identified to alleviate / resolve the issues related to inter-vendor training collaboration. In this sub section, we will discuss these options/sub-options from different aspects.
Discussion on Option 1
[bookmark: _Hlk166005580]Although from RAN1 perspective, option 1 and option 2 have been deprioritized, but it should be noted that in Option 3, the reference model structure will be standardized. So, once RAN4 could have further discussion on the RAN4 options, e.g., RAN4-Option3, or RAN4-Option4 and the reference model used for RAN4 testing could be defined, then the progress on reference model in RAN4 could be reused for the standardization of reference model structure in Option 3.
Proposal 1: The structure of standardized model in option 1 could be reused in Option 3 if RAN4 could support RAN4-Option3, or RAN4-Option4.
Discussion on Option 3
On the direction of Option 3, the following sub-options have been identified:
· [bookmark: _Hlk166070929]Option 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· Option 3a-1: Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2: Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3: Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Option 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
First of all, it should be noted that although it is defined the reference model structure will be standardized in Option 3, it is not restricted which part of CSI compression model will be standardized, it could be either CSI generation or reconstruction part or both. 
[bookmark: _Hlk166008295]We have the note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. Considering the case where only the CSI reconstruction part is specified and only the parameters of CSI generation part is exchanged from the NW-side to UE-side, i.e. Option 3a-1, then UE could not use the received parameters to do plug-and-play nor offline engineering, neither, since UE could not understand the meaning of these parameters without knowing the exact model structure of CSI generation part assumed when NW-side training. In this case, Option 3 is infeasible, no matter Option 3a or Option 3b. It should be assumed the CSI generation or reconstruction part that exchanged parameters belongs to is aligned with the CSI generation or reconstruction part that will be standardized in Option 3, i.e. for Option 3a-1, at least the reference model structure of CSI generation part should be standardized; for Option 3a-2, at least the reference model structure of CSI reconstruction part should be standardized; for Option 3a-3, the reference model structure of CSI generation part and reconstruction part should be standardized; for Option 3b, at least the reference model structure of CSI generation part should be standardized.
Proposal 2: It should be assumed the CSI generation or reconstruction part that exchanged parameters belongs to is aligned with the CSI generation or reconstruction part that will be standardized in Option 3:
· For Option 3a-1, at least the reference model structure of CSI generation part should be standardized
· [bookmark: _Hlk166090929]For Option 3a-2, at least the reference model structure of CSI reconstruction part should be standardized
· For Option 3a-3, the reference model structure of CSI generation part and reconstruction part should be standardized
· For Option 3b, at least the reference model structure of CSI generation part should be standardized

Option 3a-1
For Option 3a-1, the reference model structure of CSI generation part will be standardized, and the corresponding model parameters will be exchanged form NW-side to UE-side. However, the actual model structure used at UE side could not be the reference model structure, and received model parameters will be transferred to OTT server for further offline engineering, e.g., potential re-training, re-development of a different model, and/or offline testing. So, there might be two possible model deployment procedures:
· Alt 1: The applied CSI generation part consists of reference model structure via pre-deployment and model parameters through offline engineering.
· The reference model structure of CSI generation part is pre-deployed at UE device, and offline engineering only target at the potential model parameters updating or offline testing. The applied model parameters of CSI generation part will not be the received parameters. Instead, UE device will use the pre-deployed model structure and updated model parameters of CSI generation part together.
· Alt 2: The applied CSI generation part consists of model structure and parameters through offline engineering.
· The offline engineering target at the whole model updating, not only the model parameters, but also the model structure. There may be no pre-developed model structure of reference CSI generation part at UE device. UE device will use the delivered CSI generation part after offline engineering, including model structure and model parameters.
Generally, if model re-compiling is not needed in Alt 1, Alt 1 could need shorter time scale for model deployment compared to Alt 2, and the needed UE capabilities or UE chipset implementation over the two alternatives are also different.
Proposal 3: There might be the following possible alternatives for model deployment procedure of Option 3a-1:
· Alt 1: The applied CSI generation part consists of reference model structure via pre-deployment and model parameters through offline engineering.
· Alt 2: The applied CSI generation part consists of model structure and parameters through offline engineering.

Option 3a-2
For Option 3a-2, the basic logic is that NW-side will exchange the implementation of CSI reconstruction part itself, so that UE-side will do further offline engineering on the CSI generation part, including structure and parameters, to make sure it can adapt the CSI reconstruction part as well as possible. Similar with Option 3a-1, there might be two possible model deployment procedures for Option 3a-2:
· Alt 1: The applied CSI generation part consists of reference model structure via pre-deployment and model parameters through offline engineering.
· [bookmark: _Hlk166091960]The reference model structure of both CSI generation part and reconstruction part should be standardized.
· The reference model structure of CSI generation part is pre-deployed at UE device, and offline engineering only target at training the model parameters of CSI generation part. UE device will use the pre-deployed model structure and trained model parameters of CSI generation part together.
· Alt 2: The applied CSI generation part consists of model structure and parameters through offline engineering.
· The offline engineering target at the whole CSI generation model, not only the model parameters, but also the model structure. There may be no pre-developed model structure of reference CSI generation part at UE device. UE device will use the delivered CSI generation part after offline engineering, including model structure and model parameters.
Proposal 4: There might be the following possible alternatives for model deployment procedure of Option 3a-2:
· Alt 1: The applied CSI generation part consists of reference model structure via pre-deployment and model parameters through offline engineering.
· The reference model structure of both CSI generation part and reconstruction part should be standardized.
· Alt 2: The applied CSI generation part consists of model structure and parameters through offline engineering.

Option 3a-3
For Option 3a-3, it should be noted that the reference model structure of both CSI generation and reconstruction part need to be standardized. Similar with Option 3a-1 and Option 3a-2, there might be two possible model deployment procedures for Option 3a-3:
· Alt 1: The applied CSI generation part consists of reference model structure via pre-deployment and model parameters through offline engineering.
· The reference model structure of both CSI generation part and reconstruction part should be standardized.
· The reference model structure of CSI generation part is pre-deployed at UE device, and offline engineering only target at training or updating the model parameters of CSI generation part. UE device will use the pre-deployed model structure and trained or updated model parameters of CSI generation part together.
· Alt 2: The applied CSI generation part consists of model structure and parameters through offline engineering.
· The offline engineering target at the whole CSI generation model, not only the model parameters, but also the model structure. There may be no pre-developed model structure of reference CSI generation part at UE device. UE device will use the delivered CSI generation part after offline engineering, including model structure and model parameters.
Proposal 5: There might be the following possible alternatives for model deployment procedure of Option 3a-3:
· Alt 1: The applied CSI generation part consists of reference model structure via pre-deployment and model parameters through offline engineering.
· The standardized reference model structure of CSI generation part is applied for actual model deployment.
· Alt 2: The applied CSI generation part consists of model structure and parameters through offline engineering.
· The standardized reference model structure of CSI generation part is only used for exchanged model parameters alignment.

Inter-vendor collaboration complexity
If parameter exchange is performed over the air interface, then multi-vendor collaboration issue can be addressed; but if it is performed offline, then multi-vendor collaboration issue still exists.
While if there is offline engineering for the exchanged parameters, i.e., Option 3a, then there might be some additional collaboration issues between UE device and UE OTT server. But we think it is out of 3GPP scope.
Performance
The performance of Option 3 can be better than option 1/2 since much freedom on model design/implementation is released. But it maybe still lower than Option 4/5, since the performance upper bound of it will be the performance of standardized model structure, the fixed model structure will also limit the performance.
[bookmark: _Hlk166147213]And the performance of Option 3a may be better than Option 3b, since offline engineering could improve the performance of model or re-develop the model in case of the exchanged parameters cannot fit the UE-side additional conditions.
As for the performance difference among Option 3a-1, 3a-2, and 3a-3, we think it is much related to UE-side offline engineering design, it is hard to say the performance of which option among them is better.
Interoperability
Option 3 may need to be used together with option 1 to support interoperability.
Feasibility
It is much related with the feasibility of model transfer/delivery, especially case z4 where gNB can only transfer model parameters. If the parameter exchange is performed offline, then it belongs to model delivery case y; if the parameter exchange is performed over the air-interface, then it belongs to model transfer case z4. The feasibility of Option 3 is much related with the feasibility of model transfer/delivery.
It is expected huge standardization efforts may be needed to determine model structure but may be lower than option 1.
And the standardized model structure should keep evolution, considering the rapidly development of model design in AI community.

Discussion on Option 4
On the direction of Option 4, the following sub-options have been identified:
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
However, we think the difference among Option 4-1, 4-2 and 4-3 is basically the exchanged dataset format. No matter which kind of dataset format, UE-side will do offline engineering to train a model as CSI generation part, the model training design will affect the needed dataset format accordingly. But it will not affect the inter-vendor collaboration complexity, performance, interoperability, and feasibility of these sub-options themselves, so we will not discuss them separately in this sub section.
Proposal 6: It is proposed to discuss the inter-vendor collaboration complexity, performance, interoperability, and feasibility of Option 4-1, 4-2 and 4-3 together.

Inter-vendor collaboration complexity
If dataset exchange is performed over the air interface, then multi-vendor collaboration issue may be addressed, but gNB-UE specific collaboration/training may still need. If it is performed offline, then multi-vendor collaboration issue cannot be resolved.
Performance
The performance of Option 4 can be better than option 1/2/3 since much freedom on model design/implementation is released. But based on the evaluation results in SI phase, the misalignment of model backbone between CSI generation part and reconstruction part may cause some performance loss.
Interoperability
Option 4 may need to be used together with option 1/2 to support interoperability.
Feasibility
It is much related with the feasibility of dataset transfer/delivery. It is expected standardization of data/ dataset format aspects may include model backbone alignment between CSI generation part and reconstruction part.

Discussion on Option 5
On the direction of Option 5, similar to Option 3, the following sub-options have been identified:
· Option 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· Option 5a-1: Model exchanged from the NW-side to UE-side is CSI generation part.
· Option 5a-2: Model exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 5a-3: Model exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Option 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· [bookmark: _Hlk166148204]The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.

[bookmark: _Hlk166098791][bookmark: _Hlk166098822]Similar with the analysis on Option 3, it should be assumed the CSI generation or reconstruction part exchanged is aligned with the CSI generation or reconstruction part of which the model structure aligned based on offline inter-vendor collaboration, i.e. for Option 5a-1, at least the model structure of CSI generation part should be aligned offline; for Option 5a-2, at least the model structure of CSI reconstruction part should be aligned offline; for Option 5a-3, the model structure of CSI generation part and reconstruction part should be aligned offline; for Option 5b, at least the model structure of CSI generation part should be aligned offline.
Proposal 7: It should be assumed the CSI generation or reconstruction part exchanged is aligned with the CSI generation or reconstruction part of which the model structure aligned based on offline inter-vendor collaboration in Option 5:
· For Option 5a-1, at least the model structure of CSI generation part should be aligned offline
· For Option 5a-2, at least the model structure of CSI reconstruction part should be aligned offline
· For Option 5a-3, the model structure of CSI generation part and reconstruction part should be aligned offline
· For Option 5b, at least the model structure of CSI generation part should be aligned offline

Similar with the analysis on Option 4, we think the difference among Option 5a-1, 5a-2 and 5a-3 is basically the exchanged model format. No matter which kind of model format, for Option 5a, UE-side will do offline engineering to train a model as CSI generation part, the model training design will affect the needed dataset format accordingly. But it will not affect the inter-vendor collaboration complexity, performance, interoperability, and feasibility of these sub-options themselves, so we will not discuss them separately in this sub section.
Proposal 8: It is proposed to discuss the inter-vendor collaboration complexity, performance, interoperability, and feasibility of Option 5a-1, 5a-2, and 5a-3 together.
[bookmark: _Hlk166150918][bookmark: _Hlk166151228]Generally, Option 5a need to do offline engineering, which will need more time for model deployment compared to Option 5b. But the performance of Option 5a may be better than Option 3b, since offline engineering could improve the performance of model or re-develop the model in case of the exchanged model cannot fit the UE-side additional conditions.
[bookmark: _Hlk166151250]By the way, the needed UE capabilities or UE chipset implementation over Option 5a and Option 5b are also different.
Observation 3: Option 5a need more time for model deployment compared to Option 5b.
Observation 4: The performance of Option 5a may be better than Option 3b.
Observation 5: The needed UE capabilities or UE chipset implementation over Option 5a and Option 5b are different.

Inter-vendor collaboration complexity
If model exchange is performed over the air interface, then multi-vendor collaboration issue can be alleviated at some extent. But for Option 5b, the model structure is aligned based on offline inter-vendor collaboration, gNB-UE specific collaboration may still need, the multi-vendor collaboration issue still exists.
If model exchange is performed offline, then multi-vendor collaboration issue still cannot be resolved.
Observation 6: The multi-vendor collaboration issue still exists for Option 5a and 5b. 

Performance
The performance of Option 5 can be better than option 1/2/3/4 since much freedom on model design/implementation is released. And the performance of Option 5a may be better than Option 3b, since offline engineering could improve the performance of model or re-develop the model in case of the exchanged model cannot fit the UE-side additional conditions.
Interoperability
Option 5 may need to be used together with option 1/2 to support interoperability.
Feasibility
It is much related with the feasibility of dataset transfer/delivery. Based on the definition of Option 5, all the model transfer case based on open format (z3, z4, z5) can belong to this option. But based on the agreement in last meeting [4], case z2 and z3 have been deprioritized in Agenda Item 9.1.3.3, in addition to case z5. So, the only model transfer case supporting this option is only case z4. Therefore, not only Option 5b refers to model transfer case z4, all the Option 5a-1, 5a-2, 5a-3 should refer to model transfer case z4.
	Conclusion
From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:
· Risk of proprietary design disclosure
· Burden of offline cross-vendor collaboration 
Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):
· No much benefit compared to Case y
· Risk of proprietary design disclosure
· Large burden of offline cross-vendor collaboration
· Additional burden on model storage within in 3GPP network



Although the model format may include following aspects, but we think these aspects can be aligned based on offline collaboration, no matter Option 5a or Option 5b.
1) Format for model representation/storage 
2) Type/dimension/format of model input/output
3) Quantization of model input/output
Observation 7: Both Option 5a and Option 5b refer to model transfer/delivery Case z4.

Performance monitoring
Based on TR 38.843 [2], the following monitoring methods have been identified:
	Intermediate KPI based model monitoring:
The following intermediate KPI-based model monitoring options were proposed by companies: 
-	NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
-	UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
-	Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
-	UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
-	Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. Network may configure a threshold criterion to facilitate UE to perform model monitoring. 



Also, Rel-18 have also performed some evaluation on different monitoring options:
	From the perspective of intermediate KPI based monitoring,
· For the monitoring at NW side, increased monitoring accuracy can be achieved by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) would lead to increased air-interface overhead compared to R16 eType II CB with legacy parameters.
· For the monitoring at UE side, performance can be monitored with smaller air-interface overhead by considering proxy model at UE compared with monitoring at NW side. On the other hand, the monitoring accuracy may be impacted by the design/robustness of the proxy model.
· Note: the complexity aspect for Case 1, Case 2-1 and Case 2-2 is not evaluated.


It can be observed that the monitoring accuracy of UE sided monitoring based on proxy model at UE side is lower than NW sided monitoring based on ground truth CSI. Besides, if there is an additional proxy model for monitoring specific on top to CSI generation part for inference at UE side, then NW/UE may suffer much budder on model storage, complexity, and management. So, it is proposed to focus on the following two options for performance monitoring in Rel-19:
a)  NW-side monitoring based on the ground-truth CSI report.
b)  UE-side monitoring based on the recovery CSI indication.
Proposal 9: For performance monitoring, the following two options could be prioritized:
a) NW-side monitoring based on the ground-truth CSI report.
b) UE-side monitoring based on the recovery CSI indication.
Data collection
For NW sided data collection, ground-truth CSI reporting is identified for model performance monitoring and model training in Rel-18 [2], Rel-19 should further discuss the content, reporting mechanisms for ground-truth CSI.
	NW side data collection:
-	Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
-	Contents of the ground-truth CSI including:  
-	Data sample type, e.g., precoding matrix, channel matrix etc.
-	Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
-	Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
….
-	Ground-truth CSI report for NW side data collection for model performance monitoring, including: 
-	Scalar quantization for ground-truth CSI
-	Codebook-based quantization for ground-truth CSI
-	RRC signalling and/or L1 signalling procedure to enable fast identification of AI/ML model performance
	Aperiodic/semi-persistent or periodic ground-truth CSI report
-	Ground-truth CSI format for model training, including scalar or codebook-based quantization for ground-truth CSI. The number of layers for which the ground-truth data is collected, and whether UE or NW determine the number of layers for ground-truth CSI data collection, are considered.



For codebook -based quantization for ground-truth CSI, the traditional Rel-16 eType-II or Rel-18 Doppler codebook may be enhanced for more accurate channel characterization, like much larger number of beam-delay basis vectors reporting or much higher resolution quantization for the coefficient feedback.
Based on Rel-18 study, for the purposes of monitoring, increasing monitoring accuracy can be achieved by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. For the purposes of monitoring, compared to unquantized ground-truth CSI (e.g., Float32), taking R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training data collection can achieve significant overhead reduction without causing severe performance degradation.
[bookmark: _Hlk134629235]We think the basic structure of R16 eType II-like codebook could be reused, along with the basic concept of spatial domain, frequency domain and Doppler domain basis, but the exact supported values of codebook parameters will be enhanced to make sure high resolution data report. Besides, in Rel-18 MIMO, the Doppler domain compression also has been introduced to obtain PMIs over multiple slots, which will highly improve the compression ratio due to one additional dimension is introduced, Rel-18 Doppler codebook also can be considered as ground truth CSI format. 
Proposal 10: In CSI compression using two-sided model use case, regarding the ground truth CSI format for NW side data collection for performance monitoring and model training, R16 eType II codebook and Rel-18 Doppler codebook can be used as a starting point.
Proposal 11: In CSI compression using two-sided model use case, regarding the ground truth CSI format for NW side data collection, the basic codebook structure could be reused, along with the basic concept of spatial domain, frequency domain and Doppler domain basis.
Proposal 12: In CSI compression using two-sided model use case, regarding the ground truth CSI format for NW side data collection, the exact supported values of codebook parameters can be studied to make sure high resolution data report.

Conclusions
In this contribution, we discussed AI/ML based CSI compression, and the following observations and proposals are made.
Observation 1: The performance of case 3 will be improved when the length of observation window increase, in terms of SGCS in the case of separate prediction.
Observation 2: The performance of case 3 will be improved when the length of observation window increase, in terms of SGCS in the case of joint prediction.
Observation 3: Option 5a need more time for model deployment compared to Option 5b.
Observation 4: The performance of Option 5a may be better than Option 3b.
Observation 5: The needed UE capabilities or UE chipset implementation over Option 5a and Option 5b are different.
Observation 6: The multi-vendor collaboration issue still exists for Option 5a and 5b. 
Observation 7: Both Option 5a and Option 5b refer to model transfer/delivery Case z4.


Proposal 1: The structure of standardized model in option 1 could be reused in Option 3 if RAN4 could support RAN4-Option3, or RAN4-Option4.
Proposal 2: It should be assumed the CSI generation or reconstruction part that exchanged parameters belongs to is aligned with the CSI generation or reconstruction part that will be standardized in Option 3:
· For Option 3a-1, at least the reference model structure of CSI generation part should be standardized
· For Option 3a-2, at least the reference model structure of CSI reconstruction part should be standardized
· For Option 3a-3, the reference model structure of CSI generation part and reconstruction part should be standardized
· For Option 3b, at least the reference model structure of CSI generation part should be standardized
Proposal 3: There might be the following possible alternatives for model deployment procedure of Option 3a-1:
· Alt 1: The applied CSI generation part consists of reference model structure via pre-deployment and model parameters through offline engineering.
· Alt 2: The applied CSI generation part consists of model structure and parameters through offline engineering.
Proposal 4: There might be the following possible alternatives for model deployment procedure of option 3a-2:
· Alt 1: The applied CSI generation part consists of reference model structure via pre-deployment and model parameters through offline engineering.
· The reference model structure of both CSI generation part and reconstruction part should be standardized.
· Alt 2: The applied CSI generation part consists of model structure and parameters through offline engineering.
Proposal 5: There might be the following possible alternatives for model deployment procedure of Option 3a-3:
· Alt 1: The applied CSI generation part consists of reference model structure via pre-deployment and model parameters through offline engineering.
· The standardized reference model structure of CSI generation part is applied for actual model deployment.
· Alt 2: The applied CSI generation part consists of model structure and parameters through offline engineering.
· The standardized reference model structure of CSI generation part is only used for exchanged model parameters alignment.
Proposal 6: It is proposed to discuss the inter-vendor collaboration complexity, performance, interoperability, and feasibility of Option 4-1, 4-2 and 4-3 together.
Proposal 7: It should be assumed the CSI generation or reconstruction part exchanged is aligned with the CSI generation or reconstruction part of which the model structure aligned based on offline inter-vendor collaboration in Option 5:
· For Option 5a-1, at least the model structure of CSI generation part should be aligned offline
· For Option 5a-2, at least the model structure of CSI reconstruction part should be aligned offline
· For Option 5a-3, the model structure of CSI generation part and reconstruction part should be aligned offline
· For Option 5b, at least the model structure of CSI generation part should be aligned offline
Proposal 8: It is proposed to discuss the inter-vendor collaboration complexity, performance, interoperability, and feasibility of Option 5a-1, 5a-2, and 5a-3 together.
Proposal 9: For performance monitoring, the following two options could be prioritized:
a) NW-side monitoring based on the ground-truth CSI report.
b) UE-side monitoring based on the recovery CSI indication.
Proposal 10: In CSI compression using two-sided model use case, regarding the ground truth CSI format for NW side data collection for performance monitoring and model training, R16 eType II codebook and Rel-18 Doppler codebook can be used as a starting point.
Proposal 11: In CSI compression using two-sided model use case, regarding the ground truth CSI format for NW side data collection, the basic codebook structure could be reused, along with the basic concept of spatial domain, frequency domain and Doppler domain basis.
Proposal 12: In CSI compression using two-sided model use case, regarding the ground truth CSI format for NW side data collection, the exact supported values of codebook parameters can be studied to make sure high resolution data report.
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