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Introduction
In the Rel-19 Work Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface the following objective governing for positioning support was agreed on  [1]:
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning.
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases.

In this paper, we provide our views on Rel-19 AI/ML positioning.
Specification Impact of AI/ML procedures
Sample-based vs path-based measurements for model input 
In RAN1 #116, the following agreement was made [3]:
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.




The following tables capture the performance of direct AI/ML based positioning by comparing sample-based and path-based feedback for CIR, PDP and DP model input at 100 MHz and 20 MHz for models of different complexity. 

Table 1: Direct AI/ML Positioning: Evaluation results for AI/ML model deployed on UE/Network side, with  CNN1, UE distribution area = 100x40 m, Bandwidth = 100 MHz 
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	



Comments

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML
	

	CIR
Sample
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	0.7095
	CIR Sample based 
100MHz
16.5393 samples

	DP
Sample
[18,1,256,1]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	0.8313
	DP Sample-based
100MHz
16.5393 samples

	PDP
Sample
[18,1,256,1]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	0.7331
	PDP Sample-based
100MHz
16.5393 samples

	PDP
Path
[18,1,256,1]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	1.0762
	PDP Path-based
100MHz
6.4214 samples

	CIR
path
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	1.1351
	CIR Path-based
100MHz
6.4214 samples





Table 2: Direct AI/ML Positioning: Evaluation results for AI/ML model deployed on UE/Network side, with CNN2, UE distribution area = 100x40 m, Bandwidth =100 MHz 

	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	



Comments

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML
	

	CIR
Sample
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	12.37M
	103G
	0.5615
	CIR Sample based 
100MHz
16.5393 samples

	DP
Sample
[18,1,256,1]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	12.37M
	103G
	0.6606
	DP Sample-based
100MHz
16.5393 samples

	PDP
Sample
[18,1,256,1]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	12.37M
	103G
	0.6645
	PDP Sample-based
100MHz
16.5393 samples

	PDP
Path
[18,1,256,1]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	12.37M
	103G
	0.6638
	PDP Path-based
100MHz
6.4214 samples

	CIR
path
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	12.37M
	103G
	0.7009
	CIR Path-based
100MHz
6.4214 samples



Table 3: Direct AI/ML Positioning: Evaluation results for AI/ML model deployed on UE/Network side, with  CNN1, UE distribution area = 100x40 m, Bandwidth=20 MHz 

	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	



Comments

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML
	

	CIR
Sample
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	1.0607
	CIR Sample based 
100MHz
37.2749 samples

	DP
Sample
[18,1,256,1]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	1.0481
	DP Sample-based
100MHz
37.2749 samples

	PDP
Sample
[18,1,256,1]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	1.0723
	PDP Sample-based
100MHz
37.2749 samples

	PDP
Path
[18,1,256,1]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	3.8814
	PDP Path-based
100MHz
7.1352 samples

	CIR
path
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Drop 1
	Drop 2
	47500
	2500
	1.48M
	2.75G
	1.8345
	CIR Path-based
100MHz
7.1352 samples



Performance and Overhead: From the results, we see that the overhead of path-based measurement input (6.4124 samples on average for 100MHz) is less than that of sample-based measurements (16.5393 samples on average for 100 MHz) although some of the sample-based measurements should be able to be dropped with minimal performance impact. 

On performance accuracy, for 100 MHz, the use of a more complex AI/ML model does not show appreciable difference between the two input types (Table 2). However, the use of a the less complex AI/ML model shows a performance loss with path-based measurements compared with sample-based measurements (Table 1). For 20 MHz, the path-based measurements show a substantial loss compared with sample-based measurements. This could be because the sample resolution is worse than that of the 100 MHz bandwidth channel and as such, the path resolution does not capture the signature of the channel as well.

Note that for the path-based scenario at 20 MHz, the CIR model input does substantially better than the PDP model input, motivating the need for specifying CIR as a model input for R19 AI/ML positioning.

The following table captures the applicability to the different sub-use cases in the LCM stages of AI/ML positioning:

Table 4: Path/Sample Input for different Sub-use cases
	
	Training Measurement Input
	Inference
	Monitoring

	Case 1
	Specify both
	N/A
	Depends on location and monitoring input required

	Case 2a
	Specify both
	Specify both
	

	Case 2b
	Specify both
	N/A
	

	Case 3a
	Specify both
	Specify both
	

	Case 3b
	Specify both
	N/A
	


 

Specification Impact: Sample based model input can be viewed as a special case of path-based input with equi-spaced timing samples (see Figure 1). As such, the existing path-based feedback specification can be modified to support sample based model input by:
· Timing is eqi-spaced on a grid with signaling  that indicates the equal spacing size
· The relative time difference of each reported path (nr-RelativeTimeDifference)  is an integer multiple of a configured timing and represents a sample timing
· The reference path may be the 1st path or the largest path by magnitude
· Increasing the number of additional paths supported to [16, 32, 64, 128].
· Option 1: The samples reported may be Nt consecutive samples 
· Option 2: The samples reported are the the Nt strongest samples
· Support both absolute and differential RSRPP mapping for RSRPP values
· The magnitude depends on the input type 
· Delay profile: no magnitude
· Power Delay Profile : RSPP
· CIR: RSPP and phase
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Figure 1: Path vs Sample Based Model Input

Proposal 1: Rel-19 AI/ML based positioning, when comparing sample-based measurement input and path-based measurement input:
· Overhead: Path-based measurements have a lower overhead (6.4124 samples on average for 100MHz)  than sample-based measurements (16.5393 samples on average for 100 MHz).
· Performance: 
· Path based measurements showed worse performance than sample-based measurements in low complexity and/or smaller bandwidth scenarios.
· Path based measurements showed approximately the same performance as sample-based measurements in large bandwidth scenarios with high complexity models.


Proposal 2: On the applicability to the different sub-use cases in the LCM stages of AI/ML positioning:

Path/Sample Input for different Sub-use cases
	
	Training Measurement Input
	Inference
	Monitoring

	Case 1
	Specify both
	N/A
	Depends on location and monitoring input required

	Case 2a
	Specify both
	Specify both
	

	Case 2b
	Specify both
	N/A
	

	Case 3a
	Specify both
	Specify both
	

	Case 3b
	Specify both
	N/A
	


 

Proposal 3: Support both path-based measurement input and sample-based measurement input.
· Sample based model input can be viewed as a special case of path-based input with equi-spaced timing samples

Proposal 4:  Support modification of path based feedback to support sample type feedback for case 2b and 3b (for inference) and all types (for data collection in model training). The existing path-based feedback specification can be modified to support sample based model input by:
· Timing is eqi-spaced on a grid with signaling  that indicates the equal spacing size
· The relative time difference of each reported path (nr-RelativeTimeDifference)  is an integer multiple of a configured timing and represents a sample timing
· The reference path may be the 1st path or the largest path by magnitude
· Increasing the number of additional paths supported to [16, 32, 64, 128].
· Option 1: The samples reported may be Nt consecutive samples 
· Option 2: The samples reported are the the Nt strongest samples
· Support both absolute and differential RSRPP mapping for RSRPP values
· The magnitude depends on the input type 
· Delay profile: no magnitude
· Power Delay Profile : RSPP
· CIR: RSPP and phase
	
Measurement types for model input (DP, PDP, CIR)
In RAN1 #116, the following agreement was made [3]:
	Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information.
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information.
(b) paired timing information and power information.

Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.



Phase measurement for model input (CIR)
In section 1, we have evaluated the relative performance of AI/ML positioning in different scenarios and have found that the relative performance between a CIR, PDP and DP measurement input may depend on parameters such as the complexity of the AI/ML model and the sensing bandwidth. 

However, CIR has a larger feedback size than either the PDP or the DP as an extra phase element may need to be signaled. This is not a problem in scenarios where the measurement and the inference are at the same entity but may result in higher overheads in the case they are different or in the case of data collection for training or monitoring. As such, we should support CIR as measurement input for AI/ML based positioning. 

On the impact of transmitter and receiver implementation, non-idealities in the phase measurement such as initial phase mismatch may impact the performance of the system. Initial phase mismatch is modeled as (see TR 38.859):
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In the table below, we show the performance of AI/ML positioning with an initial phase mismatch between the transmitter and receiver:

Table 5: Direct AI/ML Positioning: Evaluation results for AI/ML model deployed on UE / Network side, with CNN1, UE distribution area = 100x40 m, Bandwidth = 20 MHz 
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)
	



Comments

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML
	

	CIR
Sample
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	No Mismatch
	No Mismatch
	19000
	1000
	1.48M
	2.75G
	1.1876
	No error

	CIR
Sample
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	No Mismatch
	Mismatch
	19000
	1000
	1.48M
	2.75G
	5.6919
	No generalization

	CIR
Sample
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Mismatch
	Mismatch
	19000
	1000
	1.48M
	2.75G
	1.3535
	Generalization

	CIR
Sample
[18,1,256,2]
	UE coordinates
[1x2]
	2-D UE position  100% labeled
	Compensated
	Compensated
	19000
	1000
	1.48M
	2.75G
	1.1986
	Compensation



Assume that the CIR is of the form [image: ], with the magnitude of a tap i is represented in the general form [image: ] and the phase term of a tap i is represented in the general form [image: ] with the phase value of a tap of the form [image: ], where [image: ] is a known phase and [image: ] is the unknown phase mismatch. To eliminate the unknown [image: ] value, the original channel carrier wave information equation [image: ] may be multiplied by a conjugate of the phase term of one of the taps for example with  tap i = 1 is used, this results in the equation [image: ] where  “*” represents a conjugate value), simplified as [image: ]. This eliminates the mismatch and keeps the overall signature of the channel. The result here may be viewed as a mix of (1) a power delay profile (power and timing information only) on the first tap and (2) CIR (power, timing and phase information) on the additional taps, where the phase of the additional taps have been compensated to remove the effect of any phase mismatch

From the results, we can see that with phase mismatch between the transmitter and receiver, the accuracy of AI/ML based positioning degrades. However, by training the model with similar data, we can recover quite some of the performance loss. 

On other aspects, to limit the overhead, a model may be able to support mixed input with CIR input for the TRPs closest and PDP/DP for TRPs further away as shown below:
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Proposal 5: On the use of CIR model input for AI/ML positioning:
· The relative performance of CIR and PDP depends on the complexity of the AI/ML model. 
· As complexity increases, CIR shows better performance than PDP.
· With phase mismatch between the transmitter and receiver, the accuracy of AI/ML based positioning degrades.
· Option 1: This can be mitigated by training the model with data that suffers a similar mismatch. 
· Option 2: This can be mitigated by training the model with data that is compensated to remove the effect of the mismatch.

Proposal 6: On other aspects, limit the overhead, a model may be able to support mixed input with CIR input for the TRPs closest and PDP/DP for TRPs further away. 

Proposal 7: RAN1 to support using phase information (in addition to timing information and power information) for determining model input (i.e. support CIR based model input).
Model Inference: Input and Output
In RAN1 #116, the following agreement was made [3]:
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.




Proposal 8: For direct AI/ML positioning, the model position is supported as model output. This can re-use the format for location reporting in 37.355 e.g. NR-DL-TDOA-LocationInformation.

Proposal 9: For AI/ML assisted positioning cases 2a and 3a, the following outputs may also be signaled:
· “Made with AI” indicator
· Time stamp

Proposal 10: For AI/ML assisted positioning (i.e., Case 2a and 3a), when LOS/NLOS indicator is reported, the existing IE in 37.355 (LPP for Case 2a) and 38.455 (NRPPa for Case 3a) can be re-used from RAN1 perspective. 

Proposal 11: Enhance current measurement input reports to LMF for cases 2b and 3b to support feedback of the CIR, PDP, and DP.
· Examples include adding support to signal more elements and support for phase information. 

Proposal 12: Case Specific Model Inference Summary
Table 6: Case Specific Model Inference
	
	Inference Location
	New Measurement Input
	Model Output Report
	Assistance Signaling

	Case 1
	At UE
	
	
	RS configuration to UE

	Case 2a
	At UE
	
	Report TOA, angle/phase to LMF, LOS/NLOS indicator, Time stamp, AI/ML indicator
	RS configuration to UE

	Case 2b
	At LMF
	Report CIR/PDP/DP to LMF
	
	Measurement required to UE

	Case 3a
	At gNB
	
	Report TOA, angle/phase to LMF, LOS/NLOS indicator, , Time stamp, AI/ML indicator
	RS configuration to TRP

	Case 3b
	At LMF
	Report CIR/PDP/DP to LMF
	
	Measurement required to TRP



Data Collection: Training, Inference and Monitoring 
Data collection for model training, model inference and model monitoring may need to be enhanced. 

For model training, the following elements shall be specified:
· Ground truth label, Measurement (corresponding to model input), Quality indicator (for and/or associated with ground truth label and/or measurement at least for model training), RS configuration(s), Time stamp, other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) 

For model inference, the following elements shall be specified:
· Measurement (corresponding to model input), RS configuration(s), Time stamp, other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) 

For model monitoring, the following elements shall be specified:
· Ground truth label, Measurement (corresponding to model input), Quality indicator (for and/or associated with ground truth label and/or measurement at least for model training), RS configuration(s), Time stamp, other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.). For example, a change in a TRP configuration known by the network could enable the UE know that it should trigger the monitoring procedure. 

For data collection, the key specification impacts are in the transfer of the measurement data in case 2b (UE to LMF) and case 3b (gNB to LMF) for model inference and model monitoring. This requires an update to support CIR, PDP, and DP measurement data.

Additional specification is required to transfer ground truth labels, quality indicators and other necessary information from the measurement entity to the monitoring entity.

In RAN1 #116-bis the following agreement was made [5]:
	Agreement
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement




The quality of part A may be defined based on the type of input. In legacy positioning, the nr-PathQuality IE field specifies the target device′s best estimate of the quality of the detected timing of the additional path. It maps to a timing-quality field that provides an estimate of the uncertainty of the timing value for which the IE NR-TimingQuality is provided in units of metres. To update this parameter for AI/ML based positioning, the Part A quality may be mapped to a timing quality, a power quality and a phase quality depending on the type of input. 

For part B, the quality of the ground truth label may be set as a value from 0 to 1 similar to the LOS/NLOS soft value. 


To specify feedback of measurement data for both PRS and UL SRS for positioning, the following parameters may need to be configured:
· The measurement type: delay Profile (timing only), Power Delay Profile (timing, power), Channel Impulse Response (timing, power, and phase)
· The number of measurements (taps): 8, 9, 16, 32, 64, [128], [256] (+1)
· Feedback Format
· First path parameters: first path magnitude, first path phase first path timing, timing granularity factor.
· Additional path parameters
· Relative time difference for additional paths
· Time reporting granularity factor
· Time stamp
· Part A quality
· Part B quality 
· Additional path magnitude and phase
· Option 1: additional path magnitude, additional path phase
· Option 2: additional path relative magnitude, additional path phase

The overall data collection procedure using these elements becomes (with elements in bold): 
· Data generation entity is Positioning reference Unit (PRU) or UE with location finding capability. Data generation entity may be stationary or mobile.
·  Data aggregation entity may be the UE, or LMF. 
· Step 1: Configuration/setup indicates PRU capability and label accuracy. 
· Step 2: LMF/AI-MF configures entity for data collection. This includes at least the reference symbol configuration, Ground Truth labels and Quality Indicators, and assistance information required e.g. label accuracy and other assistance information e.g. scenario, LOS/NLOS condition. 
· NOTE: Note that entity (if UE and not a PRU) has to be explicitly configured and should opt into the data collection procedure. 
· Step 3: LMF triggers data collection instance
· Data collection Instance type:
· aperiodic, periodic, semi-persistent
· opportunistic i.e. if UE is sending positioning feedback to data collection entity, it also sends additional data collection information.
· For positioning with a mobile UE, can occur at fixed location points.
· Data collection instance consists of three steps:
· Measurement Signal: configuration, trigger, type (DL-PRS, UL-SRS, SL-PRS), detailed configuration (BW, time duration, additional parameters)
· Measurement and processing: measurement gaps at UE, muting from different gNBs, measurement type/metric (Channel Impulse Response {CIR}, Power Delay Profile {PDP}, LOS/NLOS property - Line of Sight/Non-line of sight), TOA {Time of Arrival}, Angle of arrival), associated ground truth label, measurement/ground truth label quality.
· Feedback: to data aggregator (e.g. the LMF). 
· Step 4: Training entity collects training information from the data aggregator.



Proposal 13: For part A, the quality indicator of the channel may be mapped to a timing quality, a power quality and a phase quality depending on the type of input

Proposal 14: For part B, the quality of the ground truth label may be set as a value from 0 to 1 similar to the LOS/NLOS soft value. 


Proposal 15: For model training, the following elements shall be specified as part of the data collection procedure:
· Channel Measurement (corresponding to model input), 
· Quality indicator (for and/or associated with measurement at least for model training) 
· Time stamp (for and/or associated with measurement)
· Ground truth label, 
· Quality indicator (for and/or associated with ground truth label)
· Time stamp (for and/or associated with ground truth label)
· RS configuration(s), 
· other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) 

Proposal 16: For model inference, the following elements shall be specified as part of the model inference procedure:
· Measurement (corresponding to model input),
· Time stamp,
·  RS configuration(s), 
· other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) 

Proposal 17: For model monitoring, the following elements shall be specified as part of the monitoring procedure:
· Ground truth label, 
· Measurement (corresponding to model input), 
· Quality indicator (for and/or associated with ground truth label and/or measurement at least for model training), 
· RS configuration(s), 
· Time stamp, 
· other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.). For example, a change in a TRP configuration known by the network could enable the UE to know that it should trigger the monitoring procedure. 

Proposal 18: For data collection, the key specification impacts are in the transfer of the measurement data in case 2b (UE to LMF) and case 3b (gNB to LMF) for model inference and model monitoring. 
· This requires an update to support CIR, PDP and DP measurement data. 
· Additional specification is required to transfer ground truth labels, quality indicators and other necessary information from the measurement entity to the monitoring entity.

Proposal 19: To specify feedback of measurement data for both PRS and UL SRS for positioning, the following parameters may need to be configured:
· The measurement type: delay Profile (timing only), Power Delay Profile (timing, power), Channel Impulse Response (timing, power and phase)
· The number of measurements (taps): 8, 9, 16, 32, 64, [128], [256] (+1)
· Feedback Format
· First path parameters: first path magnitude, first path phase first path timing, timing granularity factor.
· Additional path parameters
· Relative time difference for additional paths
· Time reporting granularity factor
· Time stamp
· Part A quality
· Part B quality 
· Additional path magnitude and phase
· Option 1: additional path magnitude, additional path phase
· Option 2: additional path relative magnitude, additional path phase

Proposal 20: Rel-19 AI/ML based positioning, support the following for providing measurement data:
· For Case 1, 2a and 2b: PRU/UE
· For Case 3a and 3b: TRP

Proposal 21: Rel-19 AI/ML based positioning, support the following for providing label data:
· For Case 1 and 2a: PRU/UE
· For Case 2b, 3a, 3b: LMF with known PRU location

Proposal 22: 
Table 7: Case Specific Data Collection 
	
	Measurement entity (signal)

	RS configuration
	Measurement Data

	other information (e.g., scenario changes)
	Ground Truth Label generation entity 
	Quality Indicator
(Ground Truth, measurement)

	
	No spec change
	No spec change
	Transfer to inference/monitoring entity for case 2b/3b
	Transfer to inference/monitoring entity
	Transfer to monitoring entity for case 2b/3a/3b if needed

	
	
	
	Transfer to data collection entity

	Case 1 
	PRU/UE (PRS)
	From LMF to gNB/UE (PRS)
	CIR, PDP, DP, L1-RSRP
	LMF to PRU/UE
	PRU, UE/network (with limited PRU availability)
	(position)

	Case 2a
	PRU/UE (PRS)
	From LMF to gNB/UE (PRS)
	CIR, PDP, DP
	LMF to PRU/UE
	PRU, UE/network (with limited PRU availability)
	(TOA, NLOS)

	Case 2b
	PRU/UE (PRS)
	From LMF to gNB/UE (PRS)
	CIR, PDP, DP, L1-RSRP
	To LMF
	LMF with known PRU location
	(position)

	Case 3a
	TRP (SRS)
	From LMF to gNB/UE (SRSp)
	CIR, PDP, DP
	LMF To gNB
	Network entity with known PRU location
	(TOA, NLOS)

	Case 3b
	TRP (SRS)
	From LMF to gNB/UE (SRSp)
	CIR, PDP, DP, L1-RSRP
	To gNB
	LMF with known PRU location
	(position)



Model Monitoring 
In model monitoring, the default option is for the monitoring to occur at the entity with the AI/ML model. However, there may be some cases in which a different entity may monitor the model. The monitoring entity may include a Statistics block/KPI generation/metric estimator, a Monitoring block/ Monitoring comparison entity with input from a triggering entity and output to a monitoring response entity. Ideally, these four entities should be in one device. However, if there is a need to separate them, then signaling will be required e.g. for case 1, the UE may perform the estimation, comparison and send a signal to the LMF for a response e.g. a fall back to non-AI/ML positioning.

Proposal 23: the default option is for the monitoring to occur at the entity with the AI/ML model. 


Model Monitoring Procedure and Specification Impact
In RAN1 116-bis, the following agreements were made [5]:
	Agreement
For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded


A summary of the benefits (advantages, disadvantages), feasibility and specification impact of the different options for case 1 can be found in the Table below

Proposal 24: benefits (advantages, disadvantages), feasibility and specification impact of different monitoring options for Case 1: 

	Option
	Advantages
	Disadvantages
	Feasibility
	Spec. Impact

	A-1
	
	May not work in NLOS environment. 
GT quality depends on estimation accuracy.
	Yes
	LMF uses Rel-18 assistance data framework in LPP to send [label] or [inference measurement, label] to UE

	A-2
	All operations take place at UE
	May not work in NLOS environment. 
GT depends on estimation accuracy.
	Yes
	Minimal new specification impact

	A-3
	GT quality is typically high
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Yes
	LMF uses rel-18 assistance data to transfer inference measurement and label from PRU(s) to UE

	A-4
	GT quality is typically high
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Yes
	Based on proprietary method
Can use sidelink communications to transfer inference measurement and label from PRU(s) to UE

	B-1
	
	Splits inference and monitoring procedures
	Yes
	Minimal new specification impact

	B-2
	
	Excessive transmission of information
	No
	




Proposal 25: RAN1 should support at least Option A-2, A-3 and B-1.

Proposal 26: Monitoring for case 2a is similar to that of case 1 with the difference that the actual GT is derived from an estimated of signaled GT location. The GT may be a timing value or a LOS/NLOS value.

Proposal 27: To ensure the accuracy of the GT 
1. Step 1: use a LOS/NLOS identifier to identify >= 3 LOS links. Note that LOS probability may be used to derive the measurement quality.
2. Step 2: use legacy positioning method to estimate GT position
3. Step 3 (for case 2a): estimate GT timing for each of the LOS links based on estimated GT position 

[image: ]
Figure 2: Generating GT from non-PRU UE for direct and assisted AI/ML positioning
In RAN1 116-bis the following agreements were made:
	Agreement
For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.
· Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node.
Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.
Note: Exact method to perform the monitoring metric calculation is up to implementation




For case 3a, the following additional options can be considered:

Proposal 28: Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the NG-RAN.
· Option A-2. Reuse Rel-18 assistance data transfer framework from LMF to the NG-RAN (based on NRPPa), where the PRU measurement (e.g., legacy measurement) and the corresponding PRU GT are sent via LMF to the NG-RAN. 
· Note as this is a PRU, the location is known by the LMF.

Proposal 29: Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node
· Option B-1: at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the NG-RAN node to LMF. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label. {non-PRU with estimated position)

· Option B-2:  at least inference result (i.e., the model output corresponding to PRU channel measurement) “close” to the target UE is sent by the NG-RAN node to LMF. 
· In one example, PRU and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
A summary of the benefits (advantages, disadvantages), feasibility and specification impact of the different options for case 1 can be found in the Table below

Proposal 30: benefits (advantages, disadvantages), feasibility and specification impact of different monitoring options for Case 3a: 

	Option
	Advantages
	Disadvantages
	Feasibility
	Spec. Impact

	A-1
	All operations take place at the gNB in same entity
	For Timing output, may expose privacy of UE. 
	Feasible for LOS/NLOS output.
	LMF uses Rel-18 assistance data framework in NRPPa to send [label] or [inference measurement, label] to UE

	A-2
	
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Feasible for both timing and LOS/NLOS output as PRU location is known
	Reuse Rel-18 assistance data transfer framework from LMF to the NG-RAN

	B-1
	
	Splits inference and monitoring procedures
	Yes
	Minimal new specification impact

	B-2
	
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Feasible
	



Proposal 31: For Case 3a Option A
· NG-RAN node performs monitoring metric calculation for its own model in the LOS/NLOS use case. 
· The NG-RAN node is not allowed to know the location of the non-PRU UEs connected to it. This is to maximize privacy for the non-PRU UEs connected to the NG-RAN node
· The NG-RAN node is not allowed to perform the monitoring metric calculation for the timing estimation use case. 


Proposal 32: RAN1 should support at least Option A-2, and B-1.


In the case on non-GT based monitoring, we have the following specification impact: 

Proposal 33: Case Specific non-GT Monitoring 
	
	Entity to derive monitoring metric (RAN1 #112, RAN1 #113)
	Metric (2)
Measurements compared with training data.

Statistics of model output
	signaling from LMF to facilitate the monitoring entity to derive the monitoring metric
	signaling from monitoring entity to request measurement(s)
	signaling for potential request /report of monitoring metric /monitoring decision

	Case 1 
	UE
	Yes
	Yes (assistance)
	Yes
	Inform network of model metric /decision

	Case 2a
	UE, LMF(with GT)
	Yes
	Applicable if UE
	Yes
	Inform network (if UE) or UE (if LMF) of model metric /decision

	Case 2b
	LMF
	Yes
	N/A
	Yes
	Inform UE of monitoring decision (e.g. for input change)

	Case 3a
	gNB, LMF (with GT)
	Yes
	Applicable if gNB
	Yes
	Option 1: no signaling (if gNB)
Option 2: inform other entities of model metric/decision e.g. gNB informs UE and/or LMF. 

	Case 3b
	LMF 
	Yes
	N/A
	Yes
	Inform gNB of monitoring decision (e.g. for input change)



0. Assistance data for Model Monitoring 
In RAN1 #116, the following agreement was reached [3]:
	Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 




Assistance information can be used to match the network conditions between training data collection, inference, and monitoring. For example, assistance information may be sent from an external entity to the monitoring entity in the case of a change of scenario e.g. the LMF may send a monitoring trigger to the UE to initiate monitoring if it sees a material change in the site or scenario. New support is needed to support assistance information transfer and we can use LPP/NRPPa to transfer the assistance information between the entities i.e. PRU/UE, gNB and LMF. 


Proposal 34: For both LMF-side model and UE-side models, assistance information is needed.
· Assistance information can be used to match the network/UE conditions between training data collection, inference and monitoring
· New support needed to support assistance information transfer 
· Use LPP/NRPPa to transfer assistance data between PRU/UE, gNB and LMF

In the following, we detail specific assistance information that may be needed for the different sub-use cases.

Proposal 35: Case specific Assistance Signaling for UE/gNB-side model
· LMF side Model: Assistance signalling from UE/PRU for network-side model monitoring (case 2b, 3b)
· scenario change, Trigger LMF monitoring, Information on label and quality (case 2b, case 3b).
· Update of both LPP and NRPPa.
[bookmark: _Ref134793355]Case Specific Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring.
	
	benefit(s)/feasibility/necessity and specification impact

	Case 1 
	benefit(s)/feasibility/necessity: Assist UE in deciding if model is applicable e.g. scenario change, Trigger UE monitoring.
potential specification impact: Assistance information sent by LMF to UE in LPP

	Case 2a
	benefit(s)/feasibility/necessity: Assist UE in deciding if model is applicable e.g. scenario change, LOS/NLOS condition. Trigger UE monitoring. 
potential specification impact: Assistance information sent by LMF to UE in LPP

	Case 2b
	N/A

	Case 3a
	benefit(s)/feasibility/necessity: Assist gNB in deciding if model is applicable e.g. scenario change, LOS/NLOS condition. Trigger UE monitoring. 
potential specification impact: Assistance information sent by LMF to gNB in NRPPa

	Case 3b
	N/A





Proposal 36: Case specific Assistance Signaling for LMF-side model
· UE/gNB-side model: Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring (case 1, 2a, 3a)
· Scenario change, LOS/NLOS condition, UE monitoring trigger.
· signalling to indicate condition reached or action taken e.g. fallback (case 1, 2a)
· Update of both LPP and NRPPa.
[bookmark: _Ref134793356]Case Specific Assistance signaling from UE/PRU for network-side model monitoring.
	
	benefit(s)/feasibility/necessity and specification impact

	Case 1 
	Applicable if UE to inform LMF based on UE side monitoring/statistics estimation.
Spec Impact: signaling to indicate condition reached or action taken e.g. fallback

	Case 2a
	Applicable if UE to inform LMF based on UE side monitoring/statistics estimation.
Spec Impact: signaling to indicate condition reached or action taken e.g. fallback

	Case 2b
	Assist LMF in deciding if model is applicable e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP

	Case 3a
	Assist LMF in deciding if model is applicable and to trigger signal from LMF to gNB e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP, relay of information from LMF to gNB via NRPPa

	Case 3b
	Assist gNB in deciding if model is applicable e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP,



Proposal 37: Summary of specification enhancements for monitoring:
· Model monitoring based on provided ground truth label (or its approximation)
· Trigger for bursty RS to enable statistics collection (all cases)
· If configured and permission is granted, LMF may provide GT information to UE (case 1, case 2a).
· Report from LMF to UE of estimated position (or GT from estimated position) for comparison with model output (case 2a). 
· Model monitoring using at least statistics of measurement(s) without ground truth label
· There may be an impact if the statistics block is in a separate physical entity from monitoring comparison/decision block (all cases).
· Trigger for bursty RS to enable statistics collection (all cases).

Model Capability, Indication and Configuration 
The AI/ML Model Capability, Indication and Configuration step performs the initial AI/ML model(s) setup.  Potential specification impact includes assistance signalling and procedures for model configuration, model activation/deactivation, model recovery/termination, model selection.  

Regarding LCM of AI/ML based positioning accuracy enhancement,
· Functionality based LCM: Applicable to a one-sided model without model transfer and should be used AI/ML based positioning. 
· For the UE sided model (Case 1 and case 2a), specification shall use UE capability reporting and identify the capability of the AI/ML models using the legacy UE features and feature groups. Information covered by the UE capability may include:
· Positioning types (based on agreed on cases)
· Measurement and Reporting capability: Reference signal configuration such as reference signal resources, measurement capability (for case 1, 2a and 2b) and measurement reporting capability (case 2a e.g. LOS/NLOS and 2b e.g. CIR, PDP,)
· Scenarios, site, or dataset specific information: As an example, site specific capabilities may be based on physical cell-IDs and even sub-site IDs to accommodate the scenario in which a cell may have to be supported by multiple different models due to differences within the cell. This may be sent as additional conditions for the AI/ML model.
· Monitoring requirements such as ground truth labels and quality indicators
· For the network side models, the specification shall cover the capability of UEs/PRUs on data collection e.g. to provide labels with a desired quality.
· model-ID-based LCM: Applicable to the two-sided model. For a UE with multiple models, it may modify the models without network notification. Notification signaling may be specified but there may not be a need for the network to configure specific models especially for case 1 and case 2a.  


Proposal 38: Regarding LCM of AI/ML based positioning accuracy enhancement,
· Functionality based LCM: Applicable to a one-sided model without model transfer and should be used AI/ML based positioning. 
· For the UE sided model (Case 1 and case 2a) specification shall cover UE capability reporting using UE features and feature groups and help identify the capability of the AI/ML models including scenarios, positioning types (direct or AI-assisted AI-ML positioning), Measurement and Reporting capability and site/scenario/dataset specific capabilities. 
· For the network side models (case 2b, Case 3a and Case 3b), the specification shall cover the capability of UEs/PRUs on data collection.

Proposal 39: For AI/ML based positioning, discussion on whether to have AI/ML specific capabilities and positioning capabilities combined or separated is needed.

Proposal 40: Information covered by the UE capability may include:
· Positioning types (based on agreed on cases)
· Capability may include parameters such as the specific AI/ML case type.
· Measurement and Reporting capability: Reference signal configuration such as reference signal resources, measurement capability (for case 1, 2a and 2b) and measurement reporting capability (case 2a e.g. LOS/NLOS and 2b e.g. CIR, PDP, DP)
· UE/Network conditions including Scenarios, site, or dataset specific information: As an example, site specific capabilities may be based on physical cell-IDs and even sub-site IDs to accommodate the scenario in which a cell may have to be supported by multiple different models due to differences within the cell. This may be sent as additional conditions for the AI/ML model. 
· Note that this may require an update to the capabilities procedure as discussed in RAN2
· Monitoring requirements such as ground truth labels and quality indicators

UE/Network Conditions
For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, the additional network-side conditions may be signaled. These conditions can include one or more of the following:
· Validity / Geographical area information /Cell-list /scenario/ site information
· Reference signal configuration(s) used to generate training data 
· Measurement data quality range (e.g. SNR/SINR range), 
· label data quality range (e.g. mean label positioning error)
· Time range when data generated
· Network Synchronization Error
· Rx-Tx timing error
· Phase offset error
· Antenna/beam pattern information
· TRP set
Note that they can be grouped into classes based on importance e.g. geographical conditions, data quality conditions, hardware conditions etc. 


The information on additional network-side conditions may be sent as assistance information for any one of the LCM stages. They may be:
· LCM procedure specific e.g. for data collection for training only, monitoring only, inference only
· LCM procedure general e.g. used for data collection for training, data validation for inference and data testing for monitoring.

Very similar to pre-configured assistance data in NR positioning defined in 38.305, we may define Pre-configured AI/ML model assistance data for positioning as the AI/ML model assistance data (with associated validity criteria) that can be provided to the AI/ML model at the  UE/gNB/LMF  before or during an ongoing AI/ML-based positioning session, to be then utilized for potential AI/ML-based positioning by the AI/ML model at a future time.
Pre-configured AI/ML model assistance data may consist of multiple instances, where each instance is applicable to a different area within the network and to the same or different parts of the LCM.
It may be configured together with or separate from pre-configured positioning assistance data which is used for NR-based positioning. The assistance information can be used to match the UE/network conditions between training data collection, inference and monitoring.

The assistance data may be unicast or broadcast to multiple entities. 

Proposal 41: For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, the additional network-side conditions may be signaled. 

Proposal 42: Network side conditions can include one or more of the following:
· Validity / Geographical area information /Cell-list /scenario/ site information
· Reference signal configuration(s) used to generate training data. 
· Measurement data quality range (e.g. SNR/SINR range), 
· label data quality range (e.g. mean label positioning error)
· Time range when data generated.
· Network Synchronization Error
· Rx-Tx timing error
· Phase offset error.
· Antenna/beam pattern information
· TRP set.
They can be grouped into classes based on importance e.g. geographical conditions, data quality conditions, hardware conditions etc. 

Proposal 43: The information on additional network-side conditions may be sent as assistance information for any one of the LCM stages. They may be:
· LCM procedure specific e.g. for data collection for training only, monitoring only, inference only
· LCM procedure general e.g. used for data collection for training, data validation for inference and data testing for monitoring

Proposal 44: Define AI/ML model assistance data 
· Data that be provided to the AI/ML model at the  UE/gNB/LMF  before or during an ongoing AI/ML-based positioning session, to be then utilized for potential AI/ML-based positioning by the AI/ML model at a future time
· The assistance information can be used to match the UE/network conditions between training data collection, inference and monitoring and may be unicast or broadcast to multiple entities.

Conclusion
In this contribution, we provided our views on use cases and potential specification impacts on the  enhancement on AI/ML for positioning accuracy enhancement. Based on the discussion, we have the following proposals:

Sample-based vs Path-based measurements:
Proposal 1: Rel-19 AI/ML based positioning, when comparing sample-based measurement input and path-based measurement input:
· Overhead: Path-based measurements have a lower overhead (6.4124 samples on average for 100MHz)  than sample-based measurements (16.5393 samples on average for 100 MHz).
· Performance: 
· Path based measurements showed worse performance than sample-based measurements in low complexity and/or smaller bandwidth scenarios.
· Path based measurements showed approximately the same performance as sample-based measurements in large bandwidth scenarios with high complexity models.


Proposal 2: On the applicability to the different sub-use cases in the LCM stages of AI/ML positioning:

Path/Sample Input for different Sub-use cases
	
	Training Measurement Input
	Inference
	Monitoring

	Case 1
	Specify both
	N/A
	Depends on location and monitoring input required

	Case 2a
	Specify both
	Specify both
	

	Case 2b
	Specify both
	N/A
	

	Case 3a
	Specify both
	Specify both
	

	Case 3b
	Specify both
	N/A
	


 

Proposal 3: Support both path-based measurement input and sample-based measurement input.
· Sample based model input can be viewed as a special case of path-based input with equi-spaced timing samples

Proposal 4:  Support modification of path based feedback to support sample type feedback for case 2b and 3b (for inference) and all types (for data collection in model training). The existing path-based feedback specification can be modified to support sample based model input by:
· Timing is eqi-spaced on a grid with signaling  that indicates the equal spacing size
· The relative time difference of each reported path (nr-RelativeTimeDifference)  is an integer multiple of a configured timing and represents a sample timing
· The reference path may be the 1st path or the largest path by magnitude
· Increasing the number of additional paths supported to [16, 32, 64, 128].
· Option 1: The samples reported may be Nt consecutive samples 
· Option 2: The samples reported are the the Nt strongest samples
· Support both absolute and differential RSRPP mapping for RSRPP values
· The magnitude depends on the input type 
· Delay profile: no magnitude
· Power Delay Profile : RSPP
· CIR: RSPP and phase


CIR Model Input
Proposal 5: On the use of CIR model input for AI/ML positioning:
· The relative performance of CIR and PDP depends on the complexity of the AI/ML model. 
· As complexity increases, CIR shows better performance than PDP.
· With phase mismatch between the transmitter and receiver, the accuracy of AI/ML based positioning degrades.
· Option 1: This can be mitigated by training the model with data that suffers a similar mismatch. 
· Option 2: This can be mitigated by training the model with data that is compensated to remove the effect of the mismatch.

Proposal 6: On other aspects, limit the overhead, a model may be able to support mixed input with CIR input for the TRPs closest and PDP/DP for TRPs further away. 

Proposal 7: RAN1 to support using phase information (in addition to timing information and power information) for determining model input (i.e. support CIR based model input).

Model Inference

Proposal 8: For direct AI/ML positioning, the model position is supported as model output. This can re-use the format for location reporting in 37.355 e.g. NR-DL-TDOA-LocationInformation.

Proposal 9: For AI/ML assisted positioning cases 2a and 3a, the following outputs may also be signaled:
· “Made with AI” indicator
· Time stamp

Proposal 10: For AI/ML assisted positioning (i.e., Case 2a and 3a), when LOS/NLOS indicator is reported, the existing IE in 37.355 (LPP for Case 2a) and 38.455 (NRPPa for Case 3a) can be re-used from RAN1 perspective. 

Proposal 11: Enhance current measurement input reports to LMF for cases 2b and 3b to support feedback of the CIR, PDP, and DP.
· Examples include adding support to signal more elements and support for phase information. 

Proposal 12: Case Specific Model Inference Summary
Table 6: Case Specific Model Inference
	
	Inference Location
	New Measurement Input
	Model Output Report
	Assistance Signaling

	Case 1
	At UE
	
	
	RS configuration to UE

	Case 2a
	At UE
	
	Report TOA, angle/phase to LMF, LOS/NLOS indicator, Time stamp, AI/ML indicator
	RS configuration to UE

	Case 2b
	At LMF
	Report CIR/PDP/DP to LMF
	
	Measurement required to UE

	Case 3a
	At gNB
	
	Report TOA, angle/phase to LMF, LOS/NLOS indicator, , Time stamp, AI/ML indicator
	RS configuration to TRP

	Case 3b
	At LMF
	Report CIR/PDP/DP to LMF
	
	Measurement required to TRP




Data Collection
Proposal 13: For part A, the quality indicator of the channel may be mapped to a timing quality, a power quality and a phase quality depending on the type of input

Proposal 14: For part B, the quality of the ground truth label may be set as a value from 0 to 1 similar to the LOS/NLOS soft value. 


Proposal 15: For model training, the following elements shall be specified as part of the data collection procedure:
· Channel Measurement (corresponding to model input), 
· Quality indicator (for and/or associated with measurement at least for model training) 
· Time stamp (for and/or associated with measurement)
· Ground truth label, 
· Quality indicator (for and/or associated with ground truth label)
· Time stamp (for and/or associated with ground truth label)
· RS configuration(s), 
· other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) 

Proposal 16: For model inference, the following elements shall be specified as part of the model inference procedure:
· Measurement (corresponding to model input),
· Time stamp,
·  RS configuration(s), 
· other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) 

Proposal 17: For model monitoring, the following elements shall be specified as part of the monitoring procedure:
· Ground truth label, 
· Measurement (corresponding to model input), 
· Quality indicator (for and/or associated with ground truth label and/or measurement at least for model training), 
· RS configuration(s), 
· Time stamp, 
· other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.). For example, a change in a TRP configuration known by the network could enable the UE to know that it should trigger the monitoring procedure. 

Proposal 18: For data collection, the key specification impacts are in the transfer of the measurement data in case 2b (UE to LMF) and case 3b (gNB to LMF) for model inference and model monitoring. 
· This requires an update to support CIR, PDP and DP measurement data. 
· Additional specification is required to transfer ground truth labels, quality indicators and other necessary information from the measurement entity to the monitoring entity.

Proposal 19: To specify feedback of measurement data for both PRS and UL SRS for positioning, the following parameters may need to be configured:
· The measurement type: delay Profile (timing only), Power Delay Profile (timing, power), Channel Impulse Response (timing, power and phase)
· The number of measurements (taps): 8, 9, 16, 32, 64, [128], [256] (+1)
· Feedback Format
· First path parameters: first path magnitude, first path phase first path timing, timing granularity factor.
· Additional path parameters
· Relative time difference for additional paths
· Time reporting granularity factor
· Time stamp
· Part A quality
· Part B quality 
· Additional path magnitude and phase
· Option 1: additional path magnitude, additional path phase
· Option 2: additional path relative magnitude, additional path phase

Proposal 20: Rel-19 AI/ML based positioning, support the following for providing measurement data:
· For Case 1, 2a and 2b: PRU/UE
· For Case 3a and 3b: TRP

Proposal 21: Rel-19 AI/ML based positioning, support the following for providing label data:
· For Case 1 and 2a: PRU/UE
· For Case 2b, 3a, 3b: LMF with known PRU location

Proposal 22: 
Table 7: Case Specific Data Collection 
	
	Measurement entity (signal)

	RS configuration
	Measurement Data

	other information (e.g., scenario changes)
	Ground Truth Label generation entity 
	Quality Indicator
(Ground Truth, measurement)

	
	No spec change
	No spec change
	Transfer to inference/monitoring entity for case 2b/3b
	Transfer to inference/monitoring entity
	Transfer to monitoring entity for case 2b/3a/3b if needed

	
	
	
	Transfer to data collection entity

	Case 1 
	PRU/UE (PRS)
	From LMF to gNB/UE (PRS)
	CIR, PDP, DP, L1-RSRP
	LMF to PRU/UE
	PRU, UE/network (with limited PRU availability)
	(position)

	Case 2a
	PRU/UE (PRS)
	From LMF to gNB/UE (PRS)
	CIR, PDP, DP
	LMF to PRU/UE
	PRU, UE/network (with limited PRU availability)
	(TOA, NLOS)

	Case 2b
	PRU/UE (PRS)
	From LMF to gNB/UE (PRS)
	CIR, PDP, DP, L1-RSRP
	To LMF
	LMF with known PRU location
	(position)

	Case 3a
	TRP (SRS)
	From LMF to gNB/UE (SRSp)
	CIR, PDP, DP
	LMF To gNB
	Network entity with known PRU location
	(TOA, NLOS)

	Case 3b
	TRP (SRS)
	From LMF to gNB/UE (SRSp)
	CIR, PDP, DP, L1-RSRP
	To gNB
	LMF with known PRU location
	(position)



Model Monitoring

Proposal 23: the default option is for the monitoring to occur at the entity with the AI/ML model. 

Proposal 24: benefits (advantages, disadvantages), feasibility and specification impact of different monitoring options for Case 1: 

	Option
	Advantages
	Disadvantages
	Feasibility
	Spec. Impact

	A-1
	
	May not work in NLOS environment. 
GT quality depends on estimation accuracy.
	Yes
	LMF uses Rel-18 assistance data framework in LPP to send [label] or [inference measurement, label] to UE

	A-2
	All operations take place at UE
	May not work in NLOS environment. 
GT depends on estimation accuracy.
	Yes
	Minimal new specification impact

	A-3
	GT quality is typically high
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Yes
	LMF uses rel-18 assistance data to transfer inference measurement and label from PRU(s) to UE

	A-4
	GT quality is typically high
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Yes
	Based on proprietary method
Can use sidelink communications to transfer inference measurement and label from PRU(s) to UE

	B-1
	
	Splits inference and monitoring procedures
	Yes
	Minimal new specification impact

	B-2
	
	Excessive transmission of information
	No
	




Proposal 25: RAN1 should support at least Option A-2, A-3 and B-1.

Proposal 26: Monitoring for case 2a is similar to that of case 1 with the difference that the actual GT is derived from an estimated of signaled GT location. The GT may be a timing value or a LOS/NLOS value.

Proposal 27: To ensure the accuracy of the GT 
1. Step 1: use a LOS/NLOS identifier to identify >= 3 LOS links. Note that LOS probability may be used to derive the measurement quality.
2. Step 2: use legacy positioning method to estimate GT position
3. Step 3 (for case 2a): estimate GT timing for each of the LOS links based on estimated GT position 

Proposal 28: Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the NG-RAN.
· Option A-2. Reuse Rel-18 assistance data transfer framework from LMF to the NG-RAN (based on NRPPa), where the PRU measurement (e.g., legacy measurement) and the corresponding PRU GT are sent via LMF to the NG-RAN. 
· Note as this is a PRU, the location is known by the LMF.

Proposal 29: Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node
· Option B-1: at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the NG-RAN node to LMF. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label. {non-PRU with estimated position)

· Option B-2:  at least inference result (i.e., the model output corresponding to PRU channel measurement) “close” to the target UE is sent by the NG-RAN node to LMF. 
· In one example, PRU and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.


Proposal 28: Option A.	NG-RAN node performs monitoring metric calculation for its own model.
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the NG-RAN.
· Option A-2. Reuse Rel-18 assistance data transfer framework from LMF to the NG-RAN (based on NRPPa), where the PRU measurement (e.g., legacy measurement) and the corresponding PRU GT are sent via LMF to the NG-RAN. 
· Note as this is a PRU, the location is known by the LMF.

Proposal 29: Option B.	LMF performs monitoring metric calculation for the model located at the NG-RAN node
· Option B-1: at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the NG-RAN node to LMF. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label. {non-PRU with estimated position)

· Option B-2:  at least inference result (i.e., the model output corresponding to PRU channel measurement) “close” to the target UE is sent by the NG-RAN node to LMF. 
· In one example, PRU and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
A summary of the benefits (advantages, disadvantages), feasibility and specification impact of the different options for case 1 can be found in the Table below

Proposal 30: benefits (advantages, disadvantages), feasibility and specification impact of different monitoring options for Case 3a: 

	Option
	Advantages
	Disadvantages
	Feasibility
	Spec. Impact

	A-1
	All operations take place at the gNB in same entity
	For Timing output, may expose privacy of UE. 
	Feasible for LOS/NLOS output.
	LMF uses Rel-18 assistance data framework in NRPPa to send [label] or [inference measurement, label] to UE

	A-2
	
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Feasible for both timing and LOS/NLOS output as PRU location is known
	Reuse Rel-18 assistance data transfer framework from LMF to the NG-RAN

	B-1
	
	Splits inference and monitoring procedures
	Yes
	Minimal new specification impact

	B-2
	
	Need to make sure that PRU has same network/UE conditions/input type of UE model
	Feasible
	



Proposal 31: For Case 3a Option A
· NG-RAN node performs monitoring metric calculation for its own model in the LOS/NLOS use case. 
· The NG-RAN node is not allowed to know the location of the non-PRU UEs connected to it. This is to maximize privacy for the non-PRU UEs connected to the NG-RAN node
· The NG-RAN node is not allowed to perform the monitoring metric calculation for the timing estimation use case. 


Proposal 32: RAN1 should support at least Option A-2, and B-1.

Proposal 33: Case Specific non-GT Monitoring 
	
	Entity to derive monitoring metric (RAN1 #112, RAN1 #113)
	Metric (2)
Measurements compared with training data.

Statistics of model output
	signaling from LMF to facilitate the monitoring entity to derive the monitoring metric
	signaling from monitoring entity to request measurement(s)
	signaling for potential request /report of monitoring metric /monitoring decision

	Case 1 
	UE
	Yes
	Yes (assistance)
	Yes
	Inform network of model metric /decision

	Case 2a
	UE, LMF(with GT)
	Yes
	Applicable if UE
	Yes
	Inform network (if UE) or UE (if LMF) of model metric /decision

	Case 2b
	LMF
	Yes
	N/A
	Yes
	Inform UE of monitoring decision (e.g. for input change)

	Case 3a
	gNB, LMF (with GT)
	Yes
	Applicable if gNB
	Yes
	Option 1: no signaling (if gNB)
Option 2: inform other entities of model metric/decision e.g. gNB informs UE and/or LMF. 

	Case 3b
	LMF 
	Yes
	N/A
	Yes
	Inform gNB of monitoring decision (e.g. for input change)



Proposal 34: For both LMF-side model and UE-side models, assistance information is needed.
· Assistance information can be used to match the network/UE conditions between training data collection, inference and monitoring
· New support needed to support assistance information transfer 
· Use LPP/NRPPa to transfer assistance data between PRU/UE, gNB and LMF

Proposal 35: Case specific Assistance Signaling for UE/gNB-side model
· LMF side Model: Assistance signalling from UE/PRU for network-side model monitoring (case 2b, 3b)
· scenario change, Trigger LMF monitoring, Information on label and quality (case 2b, case 3b).
· Update of both LPP and NRPPa.
Case Specific Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring.
	
	benefit(s)/feasibility/necessity and specification impact

	Case 1 
	benefit(s)/feasibility/necessity: Assist UE in deciding if model is applicable e.g. scenario change, Trigger UE monitoring.
potential specification impact: Assistance information sent by LMF to UE in LPP

	Case 2a
	benefit(s)/feasibility/necessity: Assist UE in deciding if model is applicable e.g. scenario change, LOS/NLOS condition. Trigger UE monitoring. 
potential specification impact: Assistance information sent by LMF to UE in LPP

	Case 2b
	N/A

	Case 3a
	benefit(s)/feasibility/necessity: Assist gNB in deciding if model is applicable e.g. scenario change, LOS/NLOS condition. Trigger UE monitoring. 
potential specification impact: Assistance information sent by LMF to gNB in NRPPa

	Case 3b
	N/A





Proposal 36: Case specific Assistance Signaling for LMF-side model
· UE/gNB-side model: Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring (case 1, 2a, 3a)
· Scenario change, LOS/NLOS condition, UE monitoring trigger.
· signalling to indicate condition reached or action taken e.g. fallback (case 1, 2a)
· Update of both LPP and NRPPa.
Case Specific Assistance signaling from UE/PRU for network-side model monitoring.
	
	benefit(s)/feasibility/necessity and specification impact

	Case 1 
	Applicable if UE to inform LMF based on UE side monitoring/statistics estimation.
Spec Impact: signaling to indicate condition reached or action taken e.g. fallback

	Case 2a
	Applicable if UE to inform LMF based on UE side monitoring/statistics estimation.
Spec Impact: signaling to indicate condition reached or action taken e.g. fallback

	Case 2b
	Assist LMF in deciding if model is applicable e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP

	Case 3a
	Assist LMF in deciding if model is applicable and to trigger signal from LMF to gNB e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP, relay of information from LMF to gNB via NRPPa

	Case 3b
	Assist gNB in deciding if model is applicable e.g. scenario change, Trigger LMF monitoring.
Information on label and quality
potential specification impact: Assistance information by UE/PRU to LMF in LPP,



Proposal 37: Summary of specification enhancements for monitoring:
· Model monitoring based on provided ground truth label (or its approximation)
· Trigger for bursty RS to enable statistics collection (all cases)
· If configured and permission is granted, LMF may provide GT information to UE (case 1, case 2a).
· Report from LMF to UE of estimated position (or GT from estimated position) for comparison with model output (case 2a). 
· Model monitoring using at least statistics of measurement(s) without ground truth label
· There may be an impact if the statistics block is in a separate physical entity from monitoring comparison/decision block (all cases).
· Trigger for bursty RS to enable statistics collection (all cases).


Model Capability

Proposal 38: Regarding LCM of AI/ML based positioning accuracy enhancement,
· Functionality based LCM: Applicable to a one-sided model without model transfer and should be used AI/ML based positioning. 
· For the UE sided model (Case 1 and case 2a) specification shall cover UE capability reporting using UE features and feature groups and help identify the capability of the AI/ML models including scenarios, positioning types (direct or AI-assisted AI-ML positioning), Measurement and Reporting capability and site/scenario/dataset specific capabilities. 
· For the network side models (case 2b, Case 3a and Case 3b), the specification shall cover the capability of UEs/PRUs on data collection.

Proposal 39: For AI/ML based positioning, discussion on whether to have AI/ML specific capabilities and positioning capabilities combined or separated is needed.

Proposal 40: Information covered by the UE capability may include:
· Positioning types (based on agreed on cases)
· Capability may include parameters such as the specific AI/ML case type.
· Measurement and Reporting capability: Reference signal configuration such as reference signal resources, measurement capability (for case 1, 2a and 2b) and measurement reporting capability (case 2a e.g. LOS/NLOS and 2b e.g. CIR, PDP, DP)
· UE/Network conditions including Scenarios, site, or dataset specific information: As an example, site specific capabilities may be based on physical cell-IDs and even sub-site IDs to accommodate the scenario in which a cell may have to be supported by multiple different models due to differences within the cell. This may be sent as additional conditions for the AI/ML model. 
· Note that this may require an update to the capabilities procedure as discussed in RAN2
· Monitoring requirements such as ground truth labels and quality indicators

UE/Network Conditions
Proposal 41: For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, the additional network-side conditions may be signaled. 

Proposal 42: Network side conditions can include one or more of the following:
· Validity / Geographical area information /Cell-list /scenario/ site information
· Reference signal configuration(s) used to generate training data. 
· Measurement data quality range (e.g. SNR/SINR range), 
· label data quality range (e.g. mean label positioning error)
· Time range when data generated.
· Network Synchronization Error
· Rx-Tx timing error
· Phase offset error.
· Antenna/beam pattern information
· TRP set.
They can be grouped into classes based on importance e.g. geographical conditions, data quality conditions, hardware conditions etc. 

Proposal 43: The information on additional network-side conditions may be sent as assistance information for any one of the LCM stages. They may be:
· LCM procedure specific e.g. for data collection for training only, monitoring only, inference only
· LCM procedure general e.g. used for data collection for training, data validation for inference and data testing for monitoring

Proposal 44: Define AI/ML model assistance data 
· Data that be provided to the AI/ML model at the  UE/gNB/LMF  before or during an ongoing AI/ML-based positioning session, to be then utilized for potential AI/ML-based positioning by the AI/ML model at a future time
· The assistance information can be used to match the UE/network conditions between training data collection, inference and monitoring and may be unicast or broadcast to multiple entities.
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