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Introduction
According to the SID [1] in RAN #103, the Ambient IoT will be studied in R19, and the followings are evaluation assumptions.
	1. Evaluation assumptions
a) Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices
b) Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
c) Identify basic blocks/components of possible Ambient IoT device architectures, taking into account state of the art implementations of low-power low-complexity devices which meet the RAN design target for power consumption and complexity. [RAN1]
d) Define link budget calculation for coverage, including whether/how to model carrier wave from node(s) inside or outside the connectivity topology.
NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.
NOTE: strive to minimize evaluation cases in RAN1.



In this contribution, we will provide our evaluation assumptions and results for Ambient IoT.   

Discussion
Remaining design targets
Applicable maximum distance target values(s)
In TR 38.848[2], for indoor case, the maximum distance of 10 – 50 m. Different target values within this range may apply to different devices types and deployment scenarios.

According to SID[1], two devices type are considered:
· Device 1: ~1 µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, neither DL nor UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
· Device 2a/2b: ≤ a few hundred µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally or generated internally by the device.
Different peak power consumptions have different impact on coverage. Therefore, maximum distance target should be set separately for Device 1 and Device 2a/2b respectively. The detail coverage targets for Device 1 and Device 2a/2b can be determined based on the link budget evaluation for coverage.
Proposal 1: Maximum distance target should be set separately for Device 1, Device 2a, and Device2b respectively, jointly considering different deployment scenarios as well.
The definition of latency
In TR 38.848[2], one-way end-to-end maximum latency is introduced which also includes query/triggering time. Rel-19 A- IoT only consider DO-DTT (indoor inventory) and DT (indoor command) traffic types. 
For indoor inventory, the one-way end-to-end maximum latency can be the duration from the time of the inventory request transmission from the reader to the device, to the time that the response from the device is successfully decoded by the reader. 
For indoor command, the one-way end-to-end maximum latency can be the duration from the time of the R2D command transmission from the reader to the device, to the time that the R2D command is successfully decoded by the device.
Proposal 2: The definition of latency is different for indoor inventory and indoor command
· For indoor inventory, the latency is the duration from the time of the inventory request transmission from the reader to the device, to the time that the response from the device is successfully decoded by the reader. 
· For indoor command, the latency is the duration from the time of the R2D command transmission from the reader to the device, to the time that the R2D command is successfully decoded by the device.
Inventory completion time for multiple A-IoT devices
In RAN1#116b [3], a new metric of inventory completion time evaluation for multiple A-IoT devices was discussed, and the following was proposed.
	Proposal#3 (V04)
Proposal:
 -           The following performance metric is considered for evaluation purpose only,
 o    Inventory completion time for multiple A-IoT devices [s] 
 o    For inventory use case, the  ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully read completed the inventory process for [Z]% of A-IoT devices for a given number of reachable A-IoT devices within corresponding coverage by the reader
 o    FFS: Z = {99%(Mandatory), 90%(Optional)}
 o    FFS assumptions for the followings: Company to report
 o    Random access schemes
 o    R2D and D2R data rate
 o    Message size
 o    Device distribution, [near, middle, far] = [TBD%, TBD%, TBD%]
o   [Impact of RF energy harvesting and power consumption]
o   device number
 o    FFS for multiple readers This does not precluded companies to provide results for multiple readers.



Unlike end-to-end latency involving only one device, this metric requires consideration of competition among multiple devices during the inventory procedure. This is an important metric for evaluating whether the A-IoT inventory procedure is excellent. 
For the impact of RF energy harvesting and power consumption, there are many other energy sources especially for device 2a, and we should assume that energy is sufficient to evaluate the performance of the inventory procedure. If too many potential non ideal factors are considered during the evaluation, the evaluation of inventory completion time is complex and it will also affect the performance of random access algorithms evaluation. 
Proposal 3: Support the metric of inventory completion time for multiple A-IoT devices. The ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully read completed the inventory process for [Z]% of A-IoT devices for a given number of reachable A-IoT devices within corresponding coverage by the reader
· Z = {99%(Mandatory), 90%(Optional)}
· Assumptions for the followings: Company to report
· Random access schemes
· R2D and D2R data rate
· Message size
· Device distribution
· Device number

Deployment scenarios for coverage and coexistence evaluation
Deployment scenarios for topology 1
The following scenarios were discussed in RAN1#116:
· D1T1-A: indoor BS, indoor AIoT device and CW inside topology are considered.
· D1T1-A1: different node for CW2D/R2D and D2R. As shown in figure 1(a1), ‘CW’ in CW2D and ‘R’ in D2R are different, ‘CW’ in CW2D and ‘R’ in R2D are same, and ‘R’ in R2D and ‘R’ in D2R are different.
· D1T1-A2: same ‘CW’ and ‘R’ node for CW2D, D2R and R2D, as shown in figure 1(a2). 
· D1T1-B: indoor BS, indoor AIoT device and CW outside topology are considered. As shown in figure 1(b), ‘CW’ in CW2D and ‘R’ in D2R are different, ‘CW’ in CW2D and ‘R’ in R2D are different, and ‘R’ in R2D and ‘R’ in D2R are same.
· D1T1-C: indoor BS and indoor AIoT device with active UL transmission are considered.


 
(a1): D1T1-A1                (a2): D1T1-A2  


 
(b): D1T1-B                (c): D1T1-C  
Figure 1	Deployment scenarios for topology 1
D1T1-A and B consider both CW inside topology and CW outside topology for devices 1 and 2a, respectively. D1T1-C considers device 2b. Moreover, D1T1-A1 is useful to reduce self-interference on the base station side for CW inside topology, and the coordination of R2D transmission and D2R reception between base stations does not introduce spec impact. Therefore, D1T1-A/B/C all should be considered in both coexistence and coverage evaluations.
Proposal 4: All D1T1-A/B/C should be considered in both coexistence and coverage evaluations.

Deployment scenarios for topology 2

The following scenarios were discussed in RAN1#116:
· D2T2-A: outdoor BS, indoor intermediate UE, indoor AIoT device and CW inside topology are considered.
· D2T2-A1: different node for CW2D/R2D and D2R. As shown in figure 2(a1), ‘CW’ in CW2D and ‘R’ in D2R are different, ‘CW’ in CW2D and ‘R’ in R2D are same, and ‘R’ in R2D and ‘R’ in D2R are different.
· D2T2-A2: same ‘CW’ and ‘R’ node for CW2D, D2R and R2D, as shown in figure 2(a2). 
· D2T2-B: outdoor BS, indoor intermediate UE, indoor AIoT device and CW outside topology are considered. As shown in figure 2(b), ‘CW’ in CW2D and ‘R’ in D2R are different, ‘CW’ in CW2D and ‘R’ in R2D are different, and ‘R’ in R2D and ‘R’ in D2R are same.
· D2T2-C: outdoor BS, indoor intermediate UE and indoor AIoT device with active UL transmission are considered.


 
(a1): D2T2-A1                (a2): D2T2-A2  


 
(b): D2T2-B                (c): D2T2-C  
Figure 2	Deployment scenarios for topology 2
D2T2-A and B consider both CW inside topology and CW outside topology for devices 1 and 2a, respectively. D2T2-C considers device 2b. D2T2-A1 is useful to reduce self-interference on the intermediate node side for CW inside topology. However, the coordination of R2D transmission and D2R reception between intermediate nodes has much spec impact, especially for indoor inventory. For example, UE1 sends the query command to device, and the UE2 receives the RN16 from device. UE1 sends the ACK based on the RN16 reception of UE2, which requires the communication between UE1 and UE2. Therefore, D2T2-A1 scenario for coverage and coexistence evaluation should be down-prioritized.
Observation 1: D2T2-A1 will complicate A-IoT system design, as different nodes for CW2D/R2D and D2R need promptly coordination to support inventory use case, especially huge spec. impact is expected for D2T2-A1.
Proposal 5: Down-prioritize D2T2-A1 scenario for coverage and coexistence evaluation.
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Link budget for coverage

Tx Power for R2D
For BS in DL spectrum for indoor, total Tx power should be 33dBm. For UE in UL spectrum for indoor, total Tx power should be 23dBm. Considering regulatory issues, UE in DL spectrum for and BS in UL spectrum are not supported.

Proposal 6: UE in DL spectrum for and BS in UL spectrum are not supported.
Tx Power of device1 and 2a for D2R
The transmission power of device is determined at least by the CW transmission power and the CW2D pathloss. For CW outside topology, the distance between emitter and device can be reported by company. The Tx power of device can be calculated by Tx power of CW and the distance between emitter and device. 

For CW inside topology, the assumed distance between reader and device cannot be used. The CW2D pathloss can be obtained by the MPL of CW2D, then Tx power of device can be calculated by the Tx power of CW and the CW2D pathloss. However, the Tx power of device takes into account the maximum distance between the reader and the device, which will affect the D2R coverage evaluation performance for the CW inside topology case. Therefore, how to determine the Tx power of the device for CW inside topology should be further studied. 

Proposal 7: For CW outside topology, the Tx power of device can be calculated by Tx power of CW and the distance between emitter and device. For CW inside topology, how to determine the Tx power of the device for CW inside topology should be further studied. \
Proposal 8: Table 1 is adopted for Link budget parameters and values of coverage evaluation.

Table 1. Link budget parameters and values

	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	[0A]
	Scenarios
	D1T1-A1/A2/B/C
D2T2- A2/B/C
	D1T1-A1/A2/B/C
D2T2- A2/B/C

	[0A1]
	CW case
	N/A
	1-1/1-2/1-4/2-2/2-3/2-4

	[0B]
	Device 1/2a/2b
	Device 1/2a/2b
	Device 1/2a/2b

	[0C]
	Center frequency (MHz)
	900MHz (M)
	900MHz (M)

	(1) Transmitter

	[1D]
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	For BS:
- 2(M) antenna elements for 0.9 GHz
For Intermediate UE:
- 1(M) 
	 1

	[1E]
	Total Tx Power (dBm) 
	· For BS in DL spectrum for indoor
· 33dBm(M)
· For UL spectrum for indoor, 
· 23dBm (M)

	· For device 1/2a:
· Calculated
· For device 2b:
· -20 dBm(M)


	[1E1]
	CW Tx power (dBm)
	N/A
	· 23dBm for UL spectrum, 
· 33dBm(M) for DL spectrum 
Note: only applicable for device 1/2a

	[1E2]
	CW Tx antenna gain (dBi)


	N/A
	· Company to report, the value equals to 
· UE Tx ant gain, or
· BS Tx ant gain
Note: only applicable for device 1/2a

	[1E3]
	CW2D distance (m)
	N/A
	· CW outside topology:
· 10m
Note: only applicable for device 1/2a

	[1E4]
	CW2D pathloss (dB)
	N/A
	Calculated
Note: only applicable for device 1/2a

	[1E5]
	CW received power (dBm)
	N/A
	Calculated
Note: only applicable for device 1/2a


	[1F]
	Transmission Bandwidth used for the evaluated channel (Hz)
	180k(M), 
360k(O), 
1.08MHz(O)
	UL data rate: xx bps


	[1G]
	Tx antenna gain (dBi)
	· For BS for indoor, 6 dBi(M)

· For intermediate UE, 0 dBi
	· 0dBi (M)

	[1H]
	Ambient IoT backscatter loss (dB)

Note: due to, e.g., 
· impedance mismatch
· Modulation factor
	N/A
	· OOK: 6 dB
· PSK: 0 dB
Note: Only for device 1


	[1J]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB
	· 0.9dB

	[1K]
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	· 10 dB (M)
· 15 dB (O)
Note: Only for device 2a

	[1N]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	FFS
	N/A

	[1M]
	EIRP (dBm)
	Calculated
	Calculated

	(2) Receiver

	[2A]
	Number of receive antenna elements / TxRU / chains modelled in LLS
	1
	For BS:
- 2(M) antenna elements for 0.9 GHz
For Intermediate UE:
- 1(M)

	[2B]
	Bandwidth used for the evaluated channel (Hz)
	180k
	15k

	[2B1]
	FFS: RF CBW (Hz)
	FFS:
· 10MHz
· 20MHz
· Other values
Note: The value is used for calculating the noise power 
	N/A

	[2C]
	Receiver antenna gain (dBi)
	0dBi (M)
	· For BS for indoor, 6 dBi(M)
· For intermediate UE, 0 dBi

	[2X]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	N/A
	FFS

	[2D]
	Receiver Noise Figure (dB)
	30dB for Budget-Alt2
	For BS as reader
· 5dB
For UE as reader
· 7dB

	[2E]
	Thermal Noise power spectrum density (dBm/Hz)
	-174
	-174

	[2F]
	Noise Power (dBm)
	Calculated
	Calculated 


	[2G]
	Required SNR
	25dB
	7dB

	[2H]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB
	· 0.9dB

	[2J]
	Budget-Alt1/ Budget-Alt2
	For device 1 and 2, if RF-ED is used
· Budget-Alt1 is used 
For device 2, if RF-ED is not used
· Budget-Alt2 is used 


	Budget-Alt2

	[2K]
	CW cancellation (dB)
	N/A
	For [monostatic backscatter], FFS
· [140dB for BS]
· [120dB for UE]

For [bistatic backscatter]
· Assuming CW has no impact to the receiver sensitivity loss. 

	[2K1]
	Remaining CW interference (dB)
	N/A
	Calculated

	[2K2]
	Receiver sensitivity loss(dB)
	N/A
	Calculated

	[2L]
	Receiver Sensitivity (dBm)

	For Budget-Alt1, 
· For device 1 (RF-ED), -35
· For device 2 if RF-ED is used, -45
For Budget-Alt2, calculated
	Calculated

	(3) System margins

	[3A]
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	· For D1T1, 4
· For D2T2, 7.2
	· For D1T1, 4
· For D2T2, 7.2

	[3B]
	polarization mismatching loss (dB)
	3 dB
	3 dB

	[3C]
	BS selection/macro-diversity gain (dB)
	0 dB 

FFS: other values are not precluded
	0 dB

FFS: other values are not precluded

	[3D]
	Other gains (dB) (if any please specify)
	Reported by companies with justification
	Reported by companies with justification

	(4) MPL / distance

	4A
	MPL (dB)
	Calculated
	Calculated

	4B
	Distance (m)
	Calculated
	Calculated 



Calculated values in the Table 1 are derived according to the followings, 
· 1E
· For D2R, and device 1/2(backscatter), whether this value is need (not regarded as an input variable but regarded as indirect variable), or based on backscatter activation power threshold
· 1M
· For R2D,  
· For D2R, 1E+1G-1H+1K-1J
· 2F: 
· For R2D and D2R,
· 2L
· For Budget-Alt2, [2L] = [2G]+[2F]
· 4A
· 
· 4B is derived from pathloss model 


Based on the link budget assumptions above, the coverage evaluation results for different device types and different scenarios are provided in Table 2 and table . For CW outside topology, the Tx power of device can be calculated by Tx power of CW and the distance between emitter and device. For CW inside topology, the Tx power of device is calculated by the Tx power of CW and the MPL of CW2D. CW cancellation is considered for CW inside topology and not considered for CW outside topology. ‘A1’ scenario is not evaluated.

Table 2. Link budget results for R2D coverage
	
	D1T1-A2
	D1T1-B
	D1T1-C
	D2T2-A2
	D2T2-B
	D2T2-C

	MPL(dB)
	Device 1
	67
	67
	N/A
	47.8
	47.8
	N/A 

	
	Device 2a
	77
	77
	N/A
	57.8
	57.8
	N/A

	
	Device 2b
	N/A
	N/A
	81
	N/A
	N/A
	61.8

	Coverage(m)
	Device 1
	36.8
	36.8
	N/A
	7
	7
	N/A

	
	Device 2a
	105
	105
	N/A
	13.3
	13.3
	N/A

	
	Device 2b
	N/A
	N/A
	160
	N/A
	N/A
	17



Table 3. Link budget results for D2R coverage
	
	D1T1-A2
	D1T1-B
	D1T1-C
	D2T2-A2
	D2T2-B
	D2T2-C

	MPL(dB)
	Device 1
	58.1
	79.5
	N/A
	48.1
	59.5
	N/A

	
	Device 2a
	64.1
	85.5
	N/A
	54.1
	69.5
	N/A

	
	Device 2b
	N/A
	N/A
	87.1
	N/A
	N/A
	75.9

	Coverage(m)
	Device 1
	14
	137
	N/A
	7
	15
	N/A

	
	Device 2a
	27
	257
	N/A
	10
	28
	N/A

	
	Device 2b
	N/A
	N/A
	304
	N/A
	N/A
	43


According to the Table 2, it can be seen that for R2D, the coverage of device 1 can achieve nearly 40m, the coverage of device 2a can achieve over 100m, and the coverage of device 2b can far exceed the maximum coverage requirement. 
According to the Table 3, it can be seen that for D2R, the coverage is lower in CW inside topology than that in CW outside topology. The Tx power of the device is calculated based on the MPL of CW2D, which takes into account the maximum distance between the reader and the device in R2D, so the Tx power is relatively low which will impact the D2R coverage. And CW interference is also considered for CW inside topology, which causes the receiver sensitivity to be relatively low. 
Observation 2: For R2D, the coverage of device 1 can achieve nearly 40m, the coverage of device 2a can achieve over 100m, and the coverage of device 2b can far exceed the maximum coverage requirement. For D2R, the coverage is lower in CW inside topology than that in CW outside topology considering CW interference. 

Link level simulation assumptions
In RAN1#116 meeting, the coverage evaluation methodology was discussed and the following agreement was achieved.
	Agreement in RAN1#116 meeting
For this study item, the coverage evaluation methodology is based on the following steps. 

For an evaluation scenario
· For each of the link i, 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements if Budget-Alt2 is used for this link i.
· Step 2: Obtain the receiver sensitivity using the method Budget-Alt1 (if a predefined threshold is assumed to derive the receiver sensitivity) or Budget-Alt2 (if no predefined threshold is assumed to derive the receiver sensitivity).
· Step 3: Obtain the coverage performance for link i based on the receiver sensitivity from step 2 and link budget template.
· The coverage results for each link are provided.
· FFS: what links are evaluated besides R2D and D2R (e.g., RF-EH)
· FFS whether/how to model the interferenceFFS: for which device(s) a predefined threshold is assumed

Note the following alternatives for obtaining receiver sensitivity are defined, 

· Budget-Alt1: receiver sensitivity is derived by a predefined threshold and no LLS is needed for link budget calculation
· The results rely on the received sensitivity and maximum transmit power, and directly calculate the maximum distance / pathloss based on these values and other related parameters. The link-level simulation (LLS) performances, such as required SINR can be satisfied for such case and no LLS is needed for link budget calculation.

· Budget-Alt2: receiver sensitivity is derived by required SINR which is given by LLS results 
· The results rely on link-level simulation results, e.g., required SINR which corresponds to detail LLS assumptions (e.g., BW, coding, data rate). And based on the required SINR, the received sensitivity can be calculated and then the maximum distance / pathloss can be derived.
Note: For noise power, a noise figure value needs to be provided.



For Budget-Alt2, in order to calculate receiver sensitivity, the required SNR needs to be obtained through LLS. Additionally, discussions on other physical layer designs may also rely on LLS. This section provides simulation assumptions and key parameters for A-IoT LLS.
Sampling frequency offset (SFO) and timing error modelling
For A-IoT device, especially Device 1, due to the limitation of power consumption, a low-power clock circuit should be considered, e.g., a ring oscillator. In general, the frequency offset of the ring oscillator is relatively high, about 104-105 ppm. Other parameters and values are in table 4.

Proposal 9: Table 4 is adopted for LLS parameters and values of coverage evaluation.

Table 4: Coverage LLS assumptions 
	Parameters
	Assumptions

	R2D/D2R common parameters

	Carrier frequency
	900MHz

	SCS
	15 kHz 

	Block structure
	Blocks as agreed in 9.4.2.3

	Channel model
	TDL-A

	Delay spread
	30ns 

	Device velocity
	3 km/h

	Number of Tx/Rx chains for Ambient IoT device
	1

	BS
	Number of antenna elements
	1

	
	Number of TXRUs
	1 

	Intermediate UE
	Number of antenna elements
	1 

	
	Number of TXRUs
	1

	Reference data rate
	
· D2R:  
· 5 kbps
· R2D: 
· 7 kbps

	Message size
	· D2R:  
· 16bits
· R2D: 
· 16bits

	BLER target
	10%

	Sampling frequency
	· D2R:  
· 300kHz
· R2D: 
· 1.92MHz

	R2D specific parameters

	Transmission bandwidth
	180 kHz 

	FFS: RF-ED bandwidth
	10 MHz

	FFS: BB LPF
	[bookmark: _GoBack][5]-order Butterworth filter with cutoff frequency at 90 kHz

	Waveform
	OOK waveform generated by OFDM modulator

	Modulation
	OOK


	Line code
	Manchester

	FEC
	No FEC 

	ADC bit width
	1-bit for device 1
4-bit for device 2

	D2R specific parameters

	Transmission bandwidth
(w.r.t. D2R data rate)
	 15kHz

	Waveform (CW)
	unmodulated single tone

	Modulation
	OOK

	Line code
	Manchester encoding

	FEC
	No FEC

	ADC bit width
	11-bit

	D2R receiver 
	coherent receiver 



Evaluation methodology for coexistence
From SID, R19 A-IoT only focus on FR1 licensed spectrum in FDD, and spectrum deployment can be in-band to NR, in guard-band to LTE/NR, in standalone band(s) as shown in figure 2. Coexistence in all three deployment scenarios should be evaluated.


Figure 3. Spectrum deployment for A-IoT

Proposal 10: Support coexistence evaluation for spectrum deployment in-band to NR, in guard-band to LTE/NR, in standalone band(s). In-band should be given with highest priority. 
Regardless of the spectrum deployment scenario, it is necessary to consider the interference impact of A-IoT on NR UL reception, as well as the interference impact of NR UL transmission on A-IoT D2R reception, especially for in-band operation. The interference between A-IoT R2D and NR DL also needs to be analyzed. 


 
Case1                                    Case 2


 
Case3                                    Case 4
Figure 4. Analysis cases for coexistence with NR

Taking in-band to NR in topology 1 as an example, the standalone emitter and the A-IoT device with D2R  backscattering are considered. For UL coexistence analysis, both the CW signal transmitted from emitter and the A-IoT device‘s D2R transmission based on backscatter may cause adjacent channel interference to NR UL reception, as shown in case 1 of Figure 4. Correspondingly, when analyzing the performance of A-IoT D2R reception, the adjacent channel interference of NR UL transmission and the same frequency interference of CW signal should be considered, as shown in case 2 of Figure 4. For DL coexistence analysis, A-IoT R2D transmission may cause adjacent channel interference to NR DL reception, as shown in case 3 of Figure 4. Correspondingly, when analyzing the performance of A-IoT R2D reception, the adjacent channel interference of NR DL transmission should be considered, as shown in case 4 of Figure 4. The summary of interference analysis is shown in Table 4.
Table 5. Analysis cases for coexistence with NR
	Cases
	Aggressor
	Victim
	Interference type

	1
	A-IoT D2R, CW
	NR UL
	adjacent frequency interference 

	2
	NR UL, CW
	A-IoT D2R
	adjacent frequency interference,
same frequency interference 

	3
	A-IoT R2D
	NR DL
	adjacent frequency interference

	4
	NR DL
	A-IoT R2D
	adjacent frequency interference



Proposal 11: The interference between A-IoT link and NR legacy Uu link needs to be analyzed for coexistence evaluation.
Proposal 12: The impact of CW on A-IoT D2R reception and NR UL reception needs to be considered in coexistence evaluation.
Conclusions
Proposal 1: Maximum distance target should be set separately for Device 1, Device 2a, and Device2b respectively, jointly considering different deployment scenarios as well.
Proposal 2: The definition of latency is different for indoor inventory and indoor command
· For indoor inventory, the latency is the duration from the time of the inventory request transmission from the reader to the device, to the time that the response from the device is successfully decoded by the reader. 
· For indoor command, the latency is the duration from the time of the R2D command transmission from the reader to the device, to the time that the R2D command is successfully decoded by the device.
Proposal 3: Support the metric of inventory completion time for multiple A-IoT devices. The ‘Inventory completion time for multiple A-IoT devices’ is defined as the time a reader successfully read completed the inventory process for [Z]% of A-IoT devices for a given number of reachable A-IoT devices within corresponding coverage by the reader
· Z = {99%(Mandatory), 90%(Optional)}
· Assumptions for the followings: Company to report
· Random access schemes
· R2D and D2R data rate
· Message size
· Device distribution
· Device number
Proposal 4: All D1T1-A/B/C should be considered in both coexistence and coverage evaluations.
Observation 1: D2T2-A1 will complicate A-IoT system design, as different nodes for CW2D/R2D and D2R need promptly coordination to support inventory use case, especially huge spec. impact is expected for D2T2-A1.
Proposal 5: Down-prioritize D2T2-A1 scenario for coverage and coexistence evaluation.
Proposal 6: UE in DL spectrum for and BS in UL spectrum are not supported.
Proposal 7: For CW outside topology, the Tx power of device can be calculated by Tx power of CW and the distance between emitter and device. For CW inside topology, how to determine the Tx power of the device for CW inside topology should be further studied.
Proposal 8: Table 1 is adopted for Link budget parameters and values of coverage evaluation.
Observation 2: For R2D, the coverage of device 1 can achieve nearly 40m, the coverage of device 2a can achieve over 100m, and the coverage of device 2b can far exceed the maximum coverage requirement. For D2R, the coverage is lower in CW inside topology than that in CW outside topology considering CW interference. 
Proposal 9: Table 4 is adopted for LLS parameters and values of coverage evaluation.

Proposal 10: Support coexistence evaluation for spectrum deployment in-band to NR, in guard-band to LTE/NR, in standalone band(s).
Proposal 11: The interference between A-IoT link and NR legacy Uu link needs to be analyzed for coexistence evaluation.
Proposal 12: The impact of CW on A-IoT D2R reception and NR UL reception needs to be considered in coexistence evaluation.
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