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1 [bookmark: _Ref47259910][bookmark: _Ref20730972][bookmark: _Ref16193927][bookmark: _Ref6926730][bookmark: _Ref7107393][bookmark: _Ref521318726][bookmark: _Ref524340861][bookmark: _Ref510774888][bookmark: _Ref3884257]Overall description
RAN1 thanks SA2 for the LS in R1-2403835 (S2-2405833) with the following background and questions on data collection to enable ML model training and inference in 5GC for Direct AI/ML based positioning:
	SA2 is discussing the Rel-19 key issue and solutions on enhancements to LCS to support Direct AI/ML based positioning corresponding to cases 2b, 3b as defined in TR 38.843.
SA2 agreed the following key issue description documented in TR 23.700-84:-	Study whether and how an AI/ML model for Direct AI/ML positioning (i.e. case 2b/3b) is handled:
-	Which entity trains the model for Direct AI/ML positioning and if the entity that train the model and the consumer are different, how the Model consumer gets the trained AI/ML model;
-	How the Model consumer uses the trained model to perform inference and/or derive UE position;
-	Define procedures for data collection with objective to train AI/ML models for Direct AI/ML positioning.
-	Whether and how to support Direct AI/ML positioning with additional 5GC enhancements.
-	How to monitor model performance for ML models used for Direct AI/ML based positioning.
NOTE 1:	UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of this key issue.
NOTE 2:	What data to be collected for the model training/model inference/model performance monitoring for LMF-sided model needs to be coordinated with RAN WGs.
[bookmark: MCCTEMPBM_00000024]NOTE 3:	Any potential impacts for case1/2a/3a in TR 38.843 [6], are out of the scope and any potential alignment work will be based on the possible requirements defined by RAN WGs considering the conclusions in TR 38.843 [6].




 











One of the objectives set as part of this study is to define procedures for data collection to enable ML model training either in LMF or NWDAF. 
Some solutions have been proposed for data collection in TR 23.700-84 with the following Note.
NOTE:	The data for model training for AI/ML based positioning will be discussed and defined by RAN WGs and SA WG2 will align with RAN WGs.

With this context, SA2 would seek clarification from RAN1 and RAN2 on the following questions: 
1. What data to be collected for ML model training for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG? 
1. What data to be collected for location inference using ML models for Direct AI/ML based positioning corresponding to cases 2b, 3b has been identified by RAN WG?




For AI/ML positioning Cases 2b and 3b, RAN1 is currently working on the details of the data contents for training and inference. However, certain aspects of data contents have been identified as summarized below. 
1. In general, for training data collection, the collected data sample can include the following components:
a. Part A:
i. channel measurement 
ii. quality indicator of channel measurement
iii. time stamp of channel measurement
b. Part B:
i. ground truth label (or its approximation)
ii. quality indicator of label
iii. time stamp of label
2. For model training, RAN1 has identified the following data contents for Cases 2b and 3b:
· Data corresponding to model input: Time domain channel measurements of the following types: 
· Timing information;
· Paired timing information and power information.
· FFS: The necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input.
· Labels corresponding to model output: Location coordinates
3. For location inference, RAN1 has identified the following data contents for Cases 2b and 3b:
· Data corresponding to model input: Time domain channel measurements of the following types: 
· Timing information;
· Paired timing information and power information.
· FFS: The necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input.

Related RAN1 agreements and working assumptions are presented below for reference. 
	Agreement [RAN1 #116bis]
For training data collection of AI/ML based positioning, the collected data sample can include the following components:
Part A:
1. channel measurement 
1. quality indicator of channel measurement
1. time stamp of channel measurement
Part B:
1. ground truth label (or its approximation)
1. quality indicator of label
1. time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 
Note: contents in Part A and Part B may or may not be generated by different entities.
Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Agreement [RAN1 #116]
For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
1. timing information;
1. paired timing information and power information.

Agreement [RAN1 #116]
For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
1. timing information;
1. paired timing information and power information.

Agreement [RAN1 #116]
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
1. Tradeoff of positioning accuracy and signaling overhead
1. The impact of transmitter and receiver implementation
1. Specification impact
1. Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.

Agreement [RAN1 #116bis]
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 

Agreement [RAN1 #116bis]
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Working Assumption [RAN1 #116bis]
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption [RAN1 #116bis]
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
1. PRU 
1. Non-PRU UE with estimated location
1. LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption [RAN1 #116bis]
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
1. PRU
1. FFS: Non-PRU UE with estimated location
1. LMF
Note: transfer of label and its related data is out of RAN1 scope.





Additionally, RAN1 would like to note that some further details on size estimates and notes related to the above information can be found in references [1] and [2].
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2 Actions
To RAN4 group 
ACTION: 	RAN1 respectfully asks SA2 to take the above information into account. 

3 Dates of next TSG RAN WG 1 meetings
TSG-WG1 Meeting #118 			19th Aug – 23rd Aug, 2024			Maastricht, NL
TSG-WG1 Meeting #118bis  		14th Oct – 18th Oct, 2024			China (TBC), CN
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