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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In Rel-19, to further investigate the technical solutions of Ambient IoT for indoor deployment scenarios, a WG-level SI was approved in RAN #102 [1]. General aspects of the physical layer for Ambient IoT needs to be studied according to the above constraints of extremely low device power consumption. Meanwhile, the target coverage is expected to be obviously better than the existing ISO 18000-6C based UHF RFID technology. 
	(Copied from RP-234058 [1])
The following objectives are set, within the General Scope:
…
2. Study necessary and feasible solutions for Ambient IoT as prescribed in the General Scope, including decisions on which functions, procedures, etc. are needed and not needed, and ensuring at least the required functionalities in Section 6.2 of TR 38.848. 
…
· RAN1-led:
For the Ambient IoT DL and UL:
…
· Numerologies, bandwidths, and multiple access
· Waveforms and modulations
· Channel coding
…
For Topology 2, no difference in physical layer design from Topology 1.


In the RAN1 #116bis meeting, some agreements have been reached on general aspects of physical layer design for Ambient IoT. In this contribution, the general aspects of the physical layer design for Ambient IoT are discussed, including bandwidth and numerologies, modulation and waveform, multiple access, line code and forward error correction (FEC) code based on RAN1 #116bis agreements.

Harmonized design for Ambient IoT
As required in the Rel-19 SID [1], “a harmonized air interface design with minimized differences (where necessary) for Ambient IoT” would be supported among device 1, device 2a and device 2b. On this basis, the following principles need to be considered for the air interface design of Ambient IoT. 
· As discussed in [2], the additional power consumption is only for amplification and potential carrier-wave frequency conversion, without adding complexity to baseband processing for the Ambient IoT device 2a compared with device 1.
· The harmonized design has to support the device implementation with device 1.
Harmonized air interface design allows maximum reuse of hardware / software implementations not only between the device types for Ambient IoT, but also for their respective base station and intermediate UE implementations. In other words, it is beneficial for the industrial development of the Ambient IoT device, as well as the base station. 

[bookmark: _Ref129681832]Bandwidth and numerology
R2D bandwidth and numerology
In RAN1 116bis meeting, the following agreement about R2D numerology has been reached.
	(Copied from R1-2403663[3])
Agreement
R2D study includes subcarrier spacing of 15 kHz, from the reader perspective, for OFDM-based waveform.
· Inclusion in the study of subcarrier spacing of 30 kHz is FFS.



According to the Rel-19 SID [1], “Spectrum deployment in-band to NR, in guard-band to LTE/NR, in standalone band(s)” would be supported by Ambient IoT. Considering the large transmit power of the base station in R2D transmissions, subcarrier orthogonality between Ambient IoT and NR signals is recommended to be maintained, so as to minimize the interference from Ambient IoT to NR. As discussed in section 4.1, OFDM waveform can be applied to the R2D transmission of Ambient IoT for this purpose. It also requires that the same numerology as the co-band NR signal is used for Ambient IoT.
We do not see a pressing need to include 30 kHz in Rel-19, since a sufficient cyclic prefix (CP) length is needed to counter the large delay spread of multi-path channels due to the relatively large inter-site distances for FDD base stations, particularly in dense indoor environments.
[bookmark: _Ref159150912][bookmark: _Ref166279277]Proposal 1: The same numerology between the R2D transmission of Ambient IoT and co-band NR can minimize the interference from Ambient IoT to NR.
In RAN1 #116bis meeting, the following agreement about R2D bandwidth has been reached.
	(Copied from R1-2403663[3])
Agreement
For R2D study OFDM-based waveform with subcarrier spacing of 15 kHz, Btx,R2D is ≤ [12] PRBs and is down-selected among:
· Alt 1: Including 180 kHz, 360 kHz, and FFS other values
· Alt 2: Integer multiple(s) of 180 kHz (FFS: what integer(s))
· Alt 3: Integer multiple(s) of the subcarrier spacing (FFS: what integer(s))



Relationship between transmission bandwidth, Btx,R2D and occupied bandwidth, Bocc,R2D
As subcarrier orthogonality is assumed between the R2D transmissions of Ambient IoT and NR, frequency guard band is unnecessary when using an OFDM-based waveform. This means the transmission bandwidth Btx,R2D from the reader’s perspective can be as large as the occupied bandwidth Bocc,R2D for Ambient IoT R2D as shown in Figure 1, which means Bocc,R2D = Btx,R2D. It is desirable to study designing a system that makes optimum use of spectrum for the deployment of Ambient IoT.
[bookmark: _Ref163085286]Proposal 2: The relationship between the R2D occupied bandwidth Bocc,R2D  and the R2D transmission bandwidth Btx,R2D satisfy the constraint Bocc,R2D = Btx,R2D for an OFDM-based waveform.

Considering a convenient and flexible deployment, especially at an early stage of the study, a minimum occupied bandwidth Bocc,R2D of 1 PRB can be regarded as the baseline for Ambient IoT R2D. 
In the design of Ambient IoT, the maximum transmission data rate is required to be comparable with UHF RFID. In order to achieve this, multiple carriers could be used, or the transmission bandwidth can be expanded. As discussed in [2], an RF envelope detector is assumed as the baseline processing for the receiver of an Ambient IoT device, which will mix all the signals in-band at baseband, and thus cannot distinguish different carriers. For this reason, bandwidth expansion is a suitable technique for the potential capacity expansion. 
In UHF RFID [4], the minimum duration of a pulse for data symbol 0 is 6.25μs (called a Tari), which is the total duration of one high-voltage chip duration and one low-voltage chip duration. Hence, the minimum chip length for UHF RFID is 3.125μs, the single-sideband (SSB) transmission bandwidth is 320 kHz (1/3.125μs) and the double-side band (DSB) transmission bandwidth is 640 kHz. To achieve the comparable chip rate for the competitiveness of Ambient IoT in terms of higher peak data rate per device for faster inventory compared with UHF RFID, the PRBs bandwidth expansion is considered to obtain the comparable chip length as 3.125μs of UHF RFID. According to the detailed analysis of section 4.1, the chip length is equal to 2.78μs (66.7μs/24) when M is equal to 24 with the minimum transmission bandwidth 4 PRBs (720 kHz) satisfying M = 24. 
Thus, Alt 1 in RAN1#116bis meeting R2D bandwidth is supported and the value of 720 kHz is supported. 
[image: ]
[bookmark: _Ref159152171]Figure 1. The occupied bandwidth and transmission bandwidth for R2D transmission
[bookmark: _Ref157262473]Proposal 3: For the R2D transmission bandwidth Btx,R2D of Ambient IoT, Alt 1 is supported. 
· [bookmark: _Ref163085304]720 kHz is supported as the other value.
[bookmark: _Ref162025251] 
D2R bandwidth
In RAN1#116bis meeting, the following agreement about D2R bandwidth has been reached.
	(Copied from R1-2403663[3])
Agreement
The following bandwidths for D2R are defined for the purpose of the study:
· Transmission bandwidth, Btx,D2R: The frequency resources scheduled by a reader for a D2R transmission from one device.
· FFS in agenda 9.4.2.3: how frequency resources scheduled by a reader are determined
· Occupied bandwidth, Bocc,D2R: The transmission bandwidth plus the potential associated intra A-IoT guard-bands totalling Bguard,D2R
· Note: this guard band is not for coexistence with NR/LTE
· If/how to define guard band for coexistence between A-IoT D2R and NR/LTE is up to RAN4.
· Bocc,D2R >= Btx,D2R
· Possible values of each bandwidth are FFS


In last meeting, the basic D2R bandwidths were defined including transmission bandwidth Btx,D2R and occupied bandwidth Bocc,D2R. Both transmission bandwidth Btx,D2R and occupied bandwidth Bocc,D2R can be used for the study of D2R frequency resource allocation, from a device perspective. Considering the frequency inaccuracy caused by e.g. ultra-low power clock or local oscillator of an Ambient IoT device, it would result in a large SFO of ~105 PPM. In order to mitigate the impact of the frequency domain distortion of the D2R transmission, a frequency guard band is needed on either side of the transmission bandwidth Btx,D2R such that they are within the occupied bandwidth Bocc,D2R. This is different from R2D transmissions where it is assumed that the reader has the ability to maintain subcarrier orthogonality when using OFDM-based waveforms.
Transmission bandwidth, Btx,D2R
Due to the need for a guard band, the D2R transmission bandwidth Btx,D2R of Ambient IoT has to be smaller than the occupied bandwidth Bocc,D2R. From a single device’s perspective, for example, as the actual transmission bandwidth Btx,D2R may be extended by 10% due to the SFO of ~105 PPM, the maximum transmission bandwidth Btx,D2R is set to 150 kHz for an occupied bandwidth Bocc,D2R of 1 PRB, with 15 kHz on each side as guard interval.
[bookmark: _Ref166279174]Observation 1: Transmission bandwidth Btx,D2R should be smaller than the occupied bandwidth Bocc,D2R to include the guard interval, which counters the frequency domain signal distortion due to SFO.
[bookmark: _Ref163085343]Proposal 4: For Bocc,D2R = 1 PRB, the D2R transmission bandwidth, Btx,D2R, is 150 kHz.
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Figure 2. The maximum transmission bandwidth Btx,D2R within 180 kHz
Occupied bandwidth, Bocc,D2R  
[bookmark: _Ref159150780][bookmark: _Hlk162287925]To achieve a comparable data rate with RFID, it may be necessary to consider a larger occupied bandwidth Bocc,D2R. In the potential capacity extension case for Ambient IoT, configurable bandwidth is a more suitable technique. In UHF RFID, the maximum transmission bandwidth is 2.56MHz corresponding to the maximum backscatter link frequency (BLF) of 640 kHz for the uplink transmission. For Ambient IoT, the minimum occupied bandwidth Bocc,D2R is 1 PRB and the maximum transmission bandwidth Btx,D2R within the 1 PRB, taking into account the guard bands, is 150 kHz. Thus, when considering larger occupied bandwidths Bocc,D2R, the transmission bandwidth Btx,D2R is recommended to be an integral multiple (e.g., 16) of 150 kHz, and the maximum possible transmission bandwidth Btx,D2R which can be comparable to UHF RFID is 2.4MHz (150 kHz * 16 = 2.4MHz). Factoring in the need of guard bands to counter against the frequency domain signal distortion due to 10% SFO, a maximum occupied bandwidth Bocc,D2R of 16 PRBs (2.88 MHz) is possible, considering an integer multiple of RBs.
[bookmark: _Ref163085368]Proposal 5: For Bocc,D2R, 16 PRBs is the maximum occupied bandwidth.
[bookmark: _Ref166279315]Proposal 6: For Bocc,D2R, the following values can also be considered: 18 kHz, 36 kHz, 72 kHz, 180kHz (1 PRB), 360kHz (2 PRB), 720kHz (4 PRB), 1.44MHz (8 PRB), 2.88MHz (16 PRB).
[bookmark: _Ref162025296][bookmark: _Ref166279322]Proposal 7: For Bocc,D2R = 16 PRB, the D2R transmission bandwidth Btx,D2R is 2.4 MHz.
A narrowband signal together with concurrent transmissions in the frequency domain can improve spectrum efficiency as more transmissions can be supported within the same spectrum, in the case of limited transmit power for bad coverage scenarios. As the backscattered signal power can be as low as -30 dBm or lower for Ambient IoT D2R transmission, a narrowband signal is suggested to be supported. For example, a minimum transmission bandwidth Btx,D2R of 15 kHz can be considered.
[bookmark: _Ref163085376][bookmark: _Ref166279326]Proposal 8: For Btx,D2R, narrowband transmissions are studied, e.g. 15 kHz minimum Btx,D2R.

Modulation and waveform 
Considering the strict constraints on device power consumption and complexity for Ambient IoT, modulation and waveform needs to enable sufficiently simple receiver and transmitter implementation.
R2D modulation and waveform 
In RAN1#116, the following agreement on R2D modulation and waveform has been reached. Both OOK-1 for single-chip per OFDM symbol transmission and OOK-4 for M-chip per OFDM symbol transmission are assumed, starting from definitions in TR 38.869 [5]. The value of M needs to be studied. And both CP-OFDM and DFT-S-OFDM are included in the waveform of OFDM based waveform. How to handle CP at the device and receiver side is needed to be studied as well. 
	(Copied from R1-2401767[3])
Agreement
A-IoT DL study includes an OFDM-based waveform from A-IoT R2D (reader-to-device) perspective. 
· Depending on what modulation(s) are decided to be studied:
· Study whether/how to handle CP at transmitter/device/design 
· Study other characteristics of the OFDM waveform, e.g.:
· CP-OFDM
· DFT-s-OFDM
· Etc.
· The type of OFDM waveform is transparent to A-IoT device.
Other waveforms from DL transmitter’s perspective can be proposed, and further discussion will consider whether or not they are included in the study.

Agreement
A-IoT DL study includes OOK from DL transmitter’s perspective.
· For an OFDM waveform, assume OOK-1 for single-chip per OFDM symbol transmission, and OOK-4 for M-chip per OFDM symbol transmission, starting from definitions in TR 38.869.
· FFS value(s) of M.
· FFS: Any changes needed from the definitions in TR 38.869.
· FFS: Exact definition of chip
· If other DL waveforms are included, further elaboration of the transmitter’s OOK generation would be needed.


In OOK-1, as the transmission block diagram is shown in Figure 3. CP-OFDM is applied for the OOK-1 waveform generation. For example, a dedicated sequence is mapped to the N subcarriers in the frequency domain for the “On” chip, while zero is assigned to the same set of carriers for the “Off” chip. After that, IFFT and CP insertion are performed to the frequency main signal.

[image: ]
[bookmark: _Ref157969242][bookmark: _Ref157969378]Figure 3. The transmitter block diagram of OOK-1. N = subcarriers of Ambient IoT.
In OOK-4, an OFDM symbol carries M OOK chips by DFT-s-OFDM processing for higher efficiency, as shown in Figure 4. For example, M can be as large as 6 for a signal bandwidth of 1 PRB. Regarding the signal processing of OOK-4 described in TR 38.869, the least square or DFT sequence selection operation is used for algorithm optimization, which is not mandatory from the view of specifications. After DFT, the truncation and/or some other additional modification to the frequency domain signal on the N subcarriers are also not mandatory. The final time domain signal is generated after IFFT and CP insertion.

[image: ]
[bookmark: _Ref162383142][bookmark: _Ref157942058][bookmark: _Ref157942054]Figure 4. The transmitter block diagram of OOK-4, N = subcarriers of Ambient IoT.
It should be noted that DFT-s-OFDM processing in the OOK-4 scheme can also be used for the case of a single OOK chip per OFDM symbol, as shown in Figure 4. The generated time domain signal of 6 chips and 1 chip per OFDM symbol are both shown in Figure 5. From the view of a compact and harmonized design, it is recommended to only use DFT-S-OFDM processing for Ambient IoT R2D transmission. In order to obtain good performance for OOK-4 time domain waveform, the following transmission steps can be considered:
Step1: The time domain OOK signal is defined as the combination of  ON/OFF chips. The length of each ON or OFF chip is . For example, ON chip is all “1” samples {1,1,…,1}with length of  and OFF chip is all “0” samples {0,0,…,0}with length of . Then, -points DFT is generated from the time domain OOK signal and the frequency signal is obtained. For example, .
Step2: The obtained frequency signal is fft-shifted to place the main power lobe at the center. And the center  elements of the FFT-shifted frequency signal is obtained as the target frequency signal, in which  equals to the number of subcarriers in . For example,  = 12. Then, the obtained  elements are mapped to the  frequency subcarriers of . 
Step3: Zero padding is added on both sides of the obtained - length frequency signal. Perform FFT-shift back and -points IFFT to obtain the time domain waveform of OOK signal, in which  should be equal to . For example, is equal to 128, which is the same as .
[image: ]             [image: ]
[bookmark: _Ref162021191][bookmark: _Ref162021163]Figure 5. The example of 6-chip OOK and 1-chip OOK time domain waveforms
[bookmark: _Ref163085380][bookmark: _Ref166279331]Proposal 9: For the R2D transmission of Ambient IoT, only DFT-S-OFDM processing is supported for OFDM-based waveform generation. The DFT-S-OFDM process is recommended for the study to be the following steps:
· Step 1: The time domain OOK signal is defined as the combination of  ON/OFF chips with the length (L) of each chip is , where -points DFT (e.g. ) is operated to get the frequency domain signal;
· Step 2: With the frequency domain signal fft-shifted, the center  elements is obtained and mapped to the  subcarriers of ;
· Step 3: Zero padding is added on both sides of the obtained - length frequency signal. FFT-shift back, -points IFFT (e.g. , which is same as ) is operated and CP is added.
[bookmark: _Ref162021419][bookmark: _Hlk163004884]The OOK waveform is required to be comparable to ASK waveform in UHF RFID in order to satisfy the significant waveform requirements such as waveform ripple ratio, modulation depth. The typical ASK waveform used in UHF RFID [4] is the DSB-ASK waveform. DSB is characterized by its frequency power spectrum being symmetric over the transmission bandwidth. In order to yield good performance for OOK-4, the spectrum characteristic of the OOK-4 waveform needs to follow the DSB characteristic of its frequency power spectrum being symmetric. 
To achieve the maximum chip rate and maximum spectral efficiency within 1 PRB transmission bandwidth similar as the design of UHF RFID, the maximum DSB bandwidth is considered as the whole transmission bandwidth which includes 12 subcarriers. In consideration of the DSB characteristic, a maximum SSB comprising of 6 subcarriers is assumed as the valid transmission bandwidth of R2D transmission. Considering M=6 chips per OFDM symbol, the maximum OOK chip length is 1/ (6*SCS), which is 1/6 of an OFDM symbol length without CP. The 6-chip OOK waveform is shown in Figure 5. The DSB frequency characteristic for a 6-chip OOK waveform is shown in Figure 6. Figure 6 shows the frequency power of each subcarrier index for 1 PRB transmission bandwidth. As can be observed from Figure 6, the frequency power values of overall 1 PRB (with subcarrier index 0 to 11) is symmetric with respect to subcarrier index 6, which means the frequency power of subcarrier index 1 to 6 is symmetric with subcarrier index 11 to 6 in detail (zero power for subcarrier index 1). Thus, the OOK waveform satisfy the DSB frequency characteristic and therefore, M = 6 is supported as the value of M for OOK-4.

[image: ]
[bookmark: _Ref162383447][bookmark: _Ref157969786][bookmark: _Ref163085386]Figure 6. The DSB characteristic of 6-chip OOK in 1 PRB transmission bandwidth
Regarding the other values of M for the 1 PRB transmission bandwidth, any divisor of 12 smaller than 6 can theoretically be supported, such as 1, 2, 3, and 4. As the chip length equals to M / 15 kHz, smaller value of M corresponds to larger chip length, which is theoretically beneficial for the performance of line code decoder at the R2D receiver with the price of lower data rate. However, the receiver sensitivity of Device 1 mainly depends on the threshold of analog circuits (e.g., comparator), while such coverage enhancement could also be unnecessary for Device 2a/2b in indoor scenarios. More candidates for M can also lead to increased receiver complexity at device. Considering M = 1 has been supported by OOK-1, it is recommended not to include M = 2 / 3 / 4 for OOK-4.
[bookmark: _Ref165398044]Proposal 10:  For OOK-4, M = 6 is supported, and applies to at least the case of Btx,R2D = 1 RB.
As discussed in section 3.1, the maximum transmission bandwidth may exceed 1 PRB for the competitiveness of Ambient IoT in terms of higher peak data rate per device for faster inventory. Accordingly, larger M is expected for larger transmission bandwidth. For example, M can theoretically reach 12 for the transmission bandwidth of 2 PRBs and M theoretically reach 24 for the transmission bandwidth of 4 PRBs, where the chip length 2.78μs can be comparable with the UHF RFID minimum chip length 3.125μs. The detailed design may also need to take account of some other factors, such as proper time domain waveform for reasonable performance. Based on the above generation process of OOK-4, the time domain waveform and subcarrier frequency power distribution of M = 12 with Btx,R2D = 2 RB and M = 24 with Btx,R2D = 4 RB are shown in the following figure respectively.
[image: ]            [image: ]
       Figure 7．Time domain waveform of M = 12 with Btx,R2D = 2 RB and M = 24 with Btx,R2D = 4 RB
The average frequency power distribution for the subcarriers within the transmission bandwidth is shown as the following figure. The x-axis represents the subcarrier index with the start from index 0 and the y‑axis represents the frequency power per subcarrier in dBm.
[image: ]        [image: ]
 Figure 8. Frequency power distribution among the subcarriers M = 12 with Btx,R2D = 2 RB and M = 24 with Btx,R2D = 4 RB
[bookmark: _Ref165398048]Proposal 11:  Larger M can be considered for the potential transmission bandwidth larger than 1 PRB, with M = 12 for Btx,R2D = 2 RB (i.e. 360 kHz) and M = 24 for Btx,R2D = 4 RB (i.e. 720 kHz).
When the value of M is constant and the transmission bandwidth is larger than the minimum bandwidth to satisfy this value of M, e.g. M = 24 with Btx,R2D = 8 RB, it can be observed that from the following figure that the 99% power bandwidth is larger than that of M = 24 with Btx,R2D = 4 RB. Thus, the BB LPF bandwidth needs to cover the 99% power to avoid the signal power loss. However, if the BW of BB LPF is too large to cover various maximum signal bandwidth, the noise BW will be enlarged and the R2D performance will be impacted if device is not able to adjust its bandwidth of BB LPF. Thus, there is no need to support more transmission bandwidth to support the maximum chip rate and Btx,R2D > 4 RB is not supported for R2D transmission.
[image: C:\Users\q00527917\Desktop\图片2.png]
Figure 9. Frequency power distribution among the subcarriers M = 24 with Btx,R2D = 8 RB 
[bookmark: _Ref165398055]Proposal 12: Btx,R2D > 4 RB is not supported for R2D transmission with M = 24.

CP handling
In RAN1 #116bis meeting, the following agreement about R2D CP handling has been reached.
	(Copied from R1-2403663[3])
Agreement
For R2D CP handling for OFDM based OOK waveform:
· For potential down-selection, study among the following candidate methods
· Method Type 1: Removal of CP at device without specified transmit-side 
· FFS: How device determines the CP location
· FFS: Impact on feasibility of device SFO
· FFS: relation to M, if any
· Method Type 2: Ensure the CP insertion of OFDM-based waveform will not introduce false rising/falling edge between the last OOK chip in OFDM symbol (n-1) and the first OOK chip in OFDM symbol n.
· FFS: Whether/how to arrange that OOK chips have equal length after CP insertion
· FFS: relation to M, if any
· FFS: Detail of relationship to line code codewords
· FFS: Impact on feasibility of device SFO
· [Other method types are not precluded]
· Study of the methods should include e.g.:
· CP impact on R2D timing acquisition, and decoding & performance of PRDCH
· Reader and device implementation complexities
· Interference between R2D and NR DL/UL if in the same NR band
· Spectrum efficiency


The device needs to obtain the information of M before the downlink data transmission. According to section 6.1.1, the embedded clock for the R2D transmission can provide a reference time for the device, see [6] for details. 
Consequently, the CP removal can be handled at the device side. The device can take the last transition no matter from low-to-high voltage or from high-to-low voltage in one OFDM symbol as the reference time. Since the device is aware of the number of samples in an OFDM symbol, it is aware of the samples in one OFDM symbol before the reference time and then count the remaining samples after the reference time to obtain the end of the current OFDM symbol. Then, based on the end of this OFDM symbol, the device counts the samples corresponding to the CP of the next OFDM symbol and remove them.
As for UHF RFID, the device can count the samples between the transitions from low-to-high voltage as discussed in section 6.1.1 to detect the interval length. In UHF RFID, the maximum length of Tari is 25μs and the length of “data-1” signal is 2.0Tari, which means the maximum length of “data-1” is 50μs. Assuming the same clock frequency as UHF RFID e.g. 1.92 MHz, the 96 counting samples can be supported of UHF RFID for storage. Consequently, the above counting method can be adopted on the basis of the last transition and only samples of 1~2 chips need to be counted to obtain the start of CP. Then the handling of CP is simply dropping the CP samples when device counted it is belonging to CP. This additional operation does not increase component complexity and is easy for implementation even for device 1. Furthermore, the time error is not accumulated too much based the last transition since only 1~2 chips length from the last transition to the end of the OFDM symbol, e.g. 1.1 μs time error from one chip 11.1μs with M = 6.
The CP handling method at the device is shown in the following operation step:
Step 1:  The device knows to count chips per OFDM symbol and  samples per chip. 
Step 2: The device detects the last transition in the current OFDM symbol and has counted  chips before the last transition. 
Step 3: Then the device continues to count  samples to obtain the end of the current OFDM symbol. 
Step 4: According to the end of the current OFDM symbol, then the device continues to count   samples and remove these CP samples. 
 [image: ]
Figure 10. The illustration of CP handling at the device side
[bookmark: _Ref166279179][bookmark: _Ref162025335]Observation 2: The CP handling at device does not add any implementation complexity for the device and is supported easily even for device 1.
[bookmark: _Ref165398059][bookmark: _Ref165398064]Observation 3: CP handling at device with method Type 1 can be based on the last rising or falling edge included in the OFDM symbol.           
Proposal 13: For R2D CP handling for OFDM based OOK waveform, Method Type 1 is supported.
In NR OFDM system, one slot includes 14 OFDM symbols for SCS of 15 kHz indexed 0~13. The CP length for OFDM symbols 0 and 7 is longer than the other symbols. For the clock frequency 1.92 MHz of Ambient IoT devices, the device can obtain 10 samples for longer CP and 9 samples for normal CP with 128 samples in one OFDM symbol without CP. Thus, only 1 sample error occurs if the device does not know the CP length is longer length or normal length. When the value of M is smaller and the chip length is longer than the CP length, the samples of one chip are many, and the decoding is based on the time tracking of transitions. A 1 sample error introduced by CP removal without knowing the exact CP length of 10 or 9 samples will have almost no performance impacts when the value of M is smaller. 
When the value of M is larger, which makes the chip length shorter or even shorter than the CP length, the CP removal error can be comparable with the sampling quantization error of UHF RFID. In UHF RFID, the R2D supports the Tari (1 high-level voltage chip length and 1 low-level voltage chip length) values in the flexible range of 6.25 μs to 25 μs. For example, if the Tari value is set to 7.5 μs and the chip length is 3.75 μs in UHF RFID which is shorter than the NR CP length, thus 7.2 samples is obtained with clock frequency 1.92 MHz. With the integer quantization operation, the device can obtain 7 or 8 samples per chip which is the same as the sample error of 1 sample introduced by unknown of NR CP length. Thus, when the device does not obtain the exact length of CP, one method is to always remove the CP according to the normal CP length for all OFDM symbols (i.e. 9 samples at 1.92 MHz sampling rate). 
We simulate and compare two cases, one is above method (i.e. exact CP length is not known to device and device always remove as 9 samples) and the other is assuming when the device obtain the location of CP, the device removes the CP according to the CP length of the corresponding OFDM symbol (normal CP of 9 samples or longer CP of 10 samples). The performance of obtaining the exact CP length of 9 or 10 samples and not obtaining the exact CP length is shown in the following figure with TDL-D 30ns channel, Manchester encoding and other simulation assumptions of R2D in Appendix. As can be observed, the performance of not obtaining the CP location yields only ~ 0.3 dB performance loss. 
 [image: C:\Users\j00386553\AppData\Roaming\eSpace_Desktop\UserData\j00386553\imagefiles\537A7C44-6931-421B-A73C-28E47B54C38F.png]
Figure 11. The performance comparison of no determination of the CP location and determination of the CP location
Thus, even for the case in which chip length shorter than the CP length, the R2D detection can work under the CP removal at device with method 1. The 1 sample error by neglecting CP length 9 samples or 10 samples has negligible performance loss even for large M, where the chip duration can be shorter than CP. In short, the determination of CP length for the device is not necessary.
[bookmark: _Ref166279191][bookmark: _Ref165398068]Observation 4: For CP handling at device with method type 1, agonistic of CP length difference among OFDM symbols only has negligible performance loss (~0.3dB) when M is as large as 24.
[bookmark: _Ref166279356]Proposal 14: For Method Type 1, the determination of CP length difference among OFDM symbols is not necessary for the device.
Some companies proposed that using Method Type 2 to avoid the false edge between the last OOK chip in OFDM symbol (n-1) and the first OOK chip in OFDM symbol n. These methods mainly focuses on enabling the CP as a part of the first OOK chip. However, for larger M value with chip length is less than CP length, the CP will be copied from more than 1 chip at the end of the OFDM symbol. By our understanding, in this case these methods cannot solve the false edge problem introduced by CP. For the detection of R2D line code, if the CP part is not removed, the CP part can be wrongly detected as an information bit, which leads to the error detection of the data package. 
And furthermore, based on our observation, solutions for method 2 may also require certain pattern with restriction rules, which obviously will reduce the efficiency/data rate. Some solutions from papers may even break the orthogonality to OFDM operation. Obviously, compare to method 1, design complexity and efforts would be much higher than method 1.
[image: ]
Figure 12. The illustration of false edge problem with larger M value

[bookmark: _Ref157966120]D2R modulation and waveform
In RAN1 #116bis meeting, the following agreement about D2R modulation has been reached.
	(Copied from R1-2403663[3])
Agreement
Study for all devices the following for D2R baseband modulation, for potential down-selection:
· OOK
· Binary PSK
· Binary FSK
· Strive to identify one variant of Binary FSK to study further


In last meeting, OOK, BPSK, and BFSK are agreed to be studied for all devices for potential down-selection. As discussed in [2], backscatter modulation has to be supported to achieve the target device power consumption of ~1 µW for Ambient IoT D2R transmission. For the extremely low power backscatter modulation, OOK and BPSK can be considered. We also do some analysis on BFSK variants.
· OOK enjoys the simplest implementation and lowest power consumption. It can be simply implemented by a switching circuit to change the impedance matching status, which accordingly adjusts the amplitude of the backscattered RF carrier wave [7]. It is also more power efficient since the carrier is not transmitted during binary zero, especially when considering the 1uW peak power consumption device. In most existing UHF RFID tags, OOK is implemented to achieve extremely low-cost devices. OOK can be implemented by all devices.
· BPSK can be implemented by a more complicated switching circuit to adjust the phase of the backscattered RF carrier wave [8]. As discussed in [2], BPSK has the advantage of smaller theoretical reflection loss for backscatter modulation, which is beneficial for the link budget optimization of Ambient IoT D2R transmission. In practice, the ultra-low power circuit may generate an inaccurate phase, resulting in the performance gain of BPSK may be slightly less than 3 dB compared with OOK. BPSK can be implemented by all devices.
· BFSK shares a similar implementation with OOK by switching between ‘On’ and ‘Off’ per frequency. For example, BFSK “bit1”, the transition times from “On” to “Off” is one, and the transition times from “On” to “Off” is two for BFSK “bit0” with same data rate. BFSK also shares a similar implementation with BPSK by switching between ‘+1’ and ‘-1’ per frequency. The only difference of the above BFSK implementation is the information bits mapping to {1, 0} or {1, -1}. In the followings, we take OOK-based implementation for Device 1/2a here to analysis and similar conclusion can be applied to BPSK-based implementation. Note that BPSK cannot be implemented by all devices in a same way.
· Minimum shift keying (MSK) is a special type of continuous-phase frequency-shift keying (CPFSK) with modulation index = 0.5. We will give additional analysis on MSK for Device 1/2a in addition to general BFSK.
Power consumption:
· Assuming same data rate for BFSK and OOK. BFSK requires doubled clock rate for the same maximum BW than OOK. In the following example, 1.28 MHz clock can support 2.56 MHz DSB BW for OOK, but 2.56 MHz clock is required for 2.56 MHz DSB BW for BFSK. The doubled clock frequency can significantly increase the device power consumption. The power of clock generator and digital baseband unit is proportional to the clock frequency [9], which dominate the power consumption of Device 1. In other words, the power consumption of BFSK is higher than OOK at same peak data rate. 
[image: ]
Figure 13. The OOK and BFSK waveforms of “bit 1” and “bit 0”
· SSB BFSK is not achievable for device 1 and 2a. For SSB BW D2R signal, there are two potential method: filtering one of the bands, or using I/Q architecture e.g. Hilbert transform. For the filtering method, it is difficult to achieve narrowband filtering in RF for backscatter modulation. For the transform method, it cannot be supported as the Ambient IoT device applies analog modulation. Therefore, SSB BW is not considered by backscatter modulation. Since we are tasked to study for all devices that’s why we compare 2.56MHz DSB BW above for both modulation, for the reason DSB can be achieved by all devices.
· Note that in previous meeting, there was analysis in some papers that the power consumption of FSK has small difference to OOK-Miller code with M=2 or M=4 in their example. To our understanding, it seems not a fair comparison because M=2 or M=4 in Miller code is used for frequency shift of baseband modulated signal which is an additional operation to baseband modulation. The fair comparison of modulations should be taken in baseband without considering frequency shift.
· OOK based MSK has smaller frequency deviation of two frequencies which can reduce the need of doubled clock compared to the above example for general BFSK, but will not be better than OOK.
Performance:
Apart from higher power consumption with the assumption of the same peak data rate than OOK, BFSK is less attractive for backscatter modulation due to poor decoding performance with the assumption of the same data rate, and lower data rate with the assumption of the same occupied bandwidth. 
· Assuming the same data rate for both BFSK and OOK, the decoding performance of BFSK will have at least 3dB loss than that of OOK. 
· [bookmark: _Ref162000032]With the same data rate, the performance of coherent decoding is mainly related to the Hamming distance of bit ‘0’ and bit ‘1’ codewords. OOK is encoded by Manchester code, where bit ‘1’ and ‘0’ are mapped to ‘1100’ and ‘0011’, respectively. For BFSK, bit ‘1’ and ‘0’ is mapped to ‘1100’ and ‘1010’, respectively. The Hamming distance of bit ‘0’ and bit ‘1’ for OOK is 4, while the Hamming distance of bit ‘0’ and bit ‘1’ for BFSK is 2. Therefore, the decoding performance of BFSK will have 3dB loss than that of OOK in theory. 
· Additionally, there will actually be a large SFO of 105 ppm, i.e. 10%, and the large SFO makes the demodulation performance gap of BFSK and OOK higher than theory. As shown in Figure 14(2), the demodulation performance of BFSK has 6 dB loss over OOK, under the D2R simulation assumption table in Appendix. We also compared the demodulation performance of BFSK and OOK without SFO, the results show that OOK has a gain of 3.5 dB over BFSK and the gap is close to the theoretical performance. As can be seen in the two sub-figures of Figure 14, large SFO makes FSK perform worse than OOK.
· OOK based MSK has minimum frequency deviation of two frequencies which reduces the gap between two frequencies, so the performance might be even worse than BFSK above. 
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[bookmark: _Ref166280755]Figure 14. Demodulation performance of OOK and BFSK
Impact by SFO:
· If we compare a case where the BFSK data rate is matched to the nominal OOK data rate, and assume the minimum system bandwidth to be 1 PRB for Ambient IoT. Taking the chip rate of 150 kHz and 75 kHz for BFSK and OOK, respectively, the data rate is 37.5 kbps for both BFSK and OOK, and the corresponding spectrum is shown in Figure 15.
· The two frequencies of BFSK are located at +75 kHz and +37.5 kHz, while the corresponding two image frequencies also appear at -75 kHz and -37.5 kHz for double side band signal. The bandwidth of single side band is 75 kHz for OOK, which corresponds to the chip rate of 75 kHz. The leaked power to adjacent channel (90 kHz~270 kHz) of BFSK is higher than OOK according to our calculation. 
· Further to this, there will actually be a large SFO of 105 ppm, i.e. 10%, which will shift the original frequency +/-75 kHz to +/- 82.5 kHz i.e. a spectral shift of 10% shown in Figure 13This is closer to the boundary of the Ambient IoT channel, resulting in more adjacent channel interference and/or a more difficult receiver filter implementation for BFSK with a smaller transition band. This is unlikely to be acceptable, so a practical outcome is a lower chip rate than 150 kHz for BFSK. In other words, lower data rate is expected for BFSK than OOK.
· OOK based MSK has minimum frequency deviation of two frequencies which just maintains the orthogonality of the signals at two frequencies, the impact by SFO would even be worse.
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[bookmark: _Ref166280856][bookmark: _Ref162969354]Figure 15. Spectrum of OOK and BFSK within the occupied bandwidth of 1 PRB

In addition, we have the following observations on MSK:
· For Device 1/2a, proponent claims that OOK-MSK is phase-continuous modulation FSK which is questionable. It is unclear how ON-OFF waveform (not continuous sinusoid signal) can maintain continuous phase in baseband signal modulation.
· For Device 2b:
· It is based on a local oscillator of few 100 μW power consumption which would result in poor phase accuracy. The poor phase accuracy would impact the phase continuous of MSK. Thus, the transmitter cannot maintain real phase continuous in proper way.
· Theoretically, MSK enjoys constant envelope, which benefits the power added efficiency (PAE) of the power amplifier. However, the above inaccurate phase issue caused by the ultra-low power local oscillator can also cause non-zero PAPR for the practical MSK transmitter, which impacts the potential optimization to the power efficiency. Considering a maximum transmit power of -20 dBm for Device 2b, even the gain of the improved PAE can be relatively small. As the power consumption of the whole device mainly depends on the RF local oscillator and mixer.
· Compared to BPSK which only has two phases, MSK needs to implement multiple phases which is more easily impact by non-idea phase accuracy. The performance of MSK would be worse than BPSK. Further, BPSK can be implemented by real-only signal processing with one mixer, while MSK requires complex signal processing with two mixers to generate continuous phase. MSK leads to higher device power consumption and complexity than BPSK.
In summary, OOK/BPSK can be supported by all devices where BFSK is not preferred due to the following observation:
	
	Issues of BFSK

	Device 1/2a
(backscatter)
	· Device power consumption of BFSK is higher than OOK assume same data rate.
· Performance is worse than OOK, especially impact by large SFO.
· Spectrum efficiency is poorer than OOK which is expected to have a lower data rate to achieve similar spectrum characteristics.
· It is questionable if OOK based MSK maintains the phase continuous characteristics of MSK.

	Device 2b
	· Poor phase accuracy of low power consumption device would impact the phase continuous of MSK.
· The inaccurate phase issue caused by the ultra-low power local oscillator can also cause non-zero PAPR for the practical MSK transmitter.
· Considering a maximum transmit power of e.g. -20 dBm, even the gain of the improved PAE can be relatively small. As the power consumption of the whole device mainly depends on the RF local oscillator and mixer.
· Compared to BPSK which only has two phases, MSK needs to implement multiple phases which is more impacted by realistic phase inaccuracy. The performance of MSK would be worse than BPSK.
· BPSK can be implemented by real-only signal processing with one mixer, while MSK requires complex signal processing with two mixers to generate continuous phase. MSK leads to higher device power consumption and complexity than BPSK.



As a reference, both OOK and BPSK are included in the UHF RFID specification [4]. The RFID tag can decide which modulation to be used for D2R transmission. The RFID reader can then apply the same or very similar receiver processing to the two modulations after removing the direct current (DC) of the received signal. In general, OOK is more promising for device implementation with extreme low power and complexity, while BPSK is more attractive for better link performance. For Ambient IoT, a similar scheme can be considered for D2R transmission, in which the application of OOK or BPSK is determined by the device.
[bookmark: _Ref157973140]Proposal 15: For the D2R transmission of Ambient IoT, both OOK and BPSK are supported, and the selection is up to device implementation.
For Ambient IoT D2R transmission, single-carrier waveform is more suitable than OFDM waveform due to the following aspects.
· As discussed in [10], the sampling frequency offset (SFO) of 105 PPM is assumed for Ambient IoT devices, especially the device with ~1 µW peak power consumption. Such a large SFO can accumulate an additional timing error of 100 us every 1 ms or 1 ms every 10 ms. In this case, the timing advance scheme in conventional 3GPP technologies cannot work well, as the aligned timing will soon get lost. It makes OFDMA impractical not only between the D2R transmissions from different devices, but also between the D2R transmissions of Ambient IoT and NR.
· The complicated OFDM modulation processing is infeasible for the implementation of Ambient IoT devices with ~1 µW peak power consumption. A number of multipliers are needed for DFT and IFFT in digital baseband processing, resulting in the implementation being too heavy for the extreme low power devices, which is also why most existing UHF RFID tags do not use multipliers. The time domain OFDM signal usually consists of multiple phases, while each phase can lead to a switching branch for backscattering. In order to handle this, for the impedance switching circuit, multiple branch circuits with a high phase accuracy are needed to generate the multi-phase OFDM time domain signal, which also consumes high power for Ambient IoT devices.
· OFDM is better suited for broadband transmission that exceeds the coherent bandwidth of the channel, as it can resist multipath. Furthermore, the use of cyclic prefix (CP) in OFDM introduces overheads that may not be necessary in this case. However, for the D2R transmission of device 2b, which has a narrow transmission bandwidth of 10~1000 kHz, OFDM's advantage in resisting multipath is not significant, especially for the multipath delay of 10/100 ns in indoor scenarios.
Based on the above analysis, it is impractical to support OFDM for Ambient IoT D2R transmission. Instead, a single carrier waveform is recommended.
[bookmark: _Ref165398078][bookmark: _Ref166279365]Proposal 16: For the D2R transmission of Ambient IoT, single-carrier baseband waveform is supported.
Multiple access
Multiple access for R2D
As envelope detection is assumed to be used for the receiver of the Ambient IoT device, it cannot extract different R2D signals being simultaneously sent in adjacent channels, considering that narrowband band-pass filtering of the RF signal is too difficult. In other words, both OFDMA and FDMA are unsuitable for Ambient IoT R2D. CDMA is also impractical for Ambient IoT devices with ~1 µW peak power consumption, for which sequence correlation cannot be supported [2]. Consequently, only TDMA can be supported for the R2D transmission of Ambient IoT.
[bookmark: _Ref157262755]Observation 5: OFDMA and FDMA are unsuitable for Ambient IoT R2D transmission, as the envelope detection applied in the receiver of the Ambient IoT device cannot extract different R2D signals being simultaneously sent in adjacent channels.
[bookmark: _Ref157262564]Observation 6: CDMA cannot be supported for Ambient IoT devices with ~1 µW peak power consumption.
[bookmark: _Ref165398082]Proposal 17: For the R2D transmission of Ambient IoT, only TDMA is supported.

Multiple access for D2R 
In RAN1 #116bis meeting, the following agreement about multiple access for D2R has been reached.
	(Copied from R1-2403663[3])
Agreement
Study time-domain multiple access of D2R transmissions. Further details, including pros/cons, are FFS.
Agreement
Study frequency-domain multiple access of D2R transmissions, at least by utilizing a small frequency-shift in baseband. Further details, including pros/cons, are FFS.
Agreement
Whether code-domain multiple access is feasible and necessary for D2R transmissions for all devices is FFS.



As discussed in section 4.2, the timing alignment between different Ambient IoT devices cannot be achieved due to the large SFO of 105 PPM. For example, the SFO may produce a timing offset of 10 µs in every 100 µs, which is even larger than the length of an OOK/BPSK chip. As the digital baseband processing pattern also relies on the inaccurate clock, there can be varying processing latencies between Ambient IoT devices, which introduces additional timing offset between devices. The unaligned timing between devices prevents the use of OFDMA for Ambient IoT D2R transmission. 
Similarly, it is also unsuitable to apply CDMA for D2R transmission due to the following issues. 
· Firstly, binary sequences are required considering the implementation complexity and power consumption for backscatter modulation. The constraint can limit the number of potential sequences with required correlation properties, and may also impact the robustness against timing and frequency offset of the sequences.
· Secondly, the code orthogonality based on good cross-correlation property between the set of selected sequences usually relies on good time and frequency synchronization between the transmissions overlapped in the same time-frequency resource. The time uncertainty by device processing delay does not support the time synchronization as discussed in the following text. Therefore, the orthogonality can be significantly degraded or even lost in the case of large timing and/or frequency offset between devices, which is the case for the D2R transmissions from numerous A-IoT devices. In other words, the cross-correlation value between the sequences allocated for different devices increases with timing and frequency offset.
· Thirdly, the timing offset and the SFO existing in the received signal will degrade the correlation peak between the received sequence and the local sequence. It means the maximum correlation value of the target sequence decreases with the increase of timing and frequency offset. Considering the increased cross-correlation between different sequences the gap between the target correlation value and the cross-correlation value of other sequences can be significantly reduced, which can lead to both high false and miss detection probability.
· Fourthly, each data bit will be mapped to a sequence of multiple chips in CDMA. For more sequences with required cross-correlation, larger sequence length is required. Accordingly, the data rate and spectrum efficiency per device will be reduced. It is uncertain that the reusing of the same time-frequency resource between multiple devices can compensate the reduced spectrum efficiency per device. 
From the above, CDMA is unnecessary and unsuitable for Ambient IoT D2R transmission. An example for CDMA-based multiple access misalignment problem under SFOs is shown in the figure below. When SFO≠0 for the different users, there are two following aspects that can impact the time alignment for the user signals
· Time uncertainty by device processing delay. As shown in our contribution paper [6], the device is required to send a D2R after [] time following the PRDCH. Since the device processing delay for users can be different, then the different users (i.e., User #1 and User #2) have different timing understanding and accordingly use different D2R transmission start time.
· Time uncertainty by SFO. Since the clock accuracy for users is different, then the different users (i.e., User #1 and User #2) have different timing understanding and accordingly use different D2R transmission start time. In the figure, the red line stands for the timing understanding of User #1 and blue line for User #2 while black line is the timing understanding for the Reader.  
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[bookmark: _Ref162901097]Figure 16. Example of CDMA-based multiple access with SFO. 
As discussed above, the orthogonality between different users cannot be well maintained even the orthogonal sequences have been allocated to different users.  Here, we give simulations including the SFO impact on the user detection and the SFO estimation problem.
[bookmark: OLE_LINK3]SFO impact on the detection 
Here, we assume there are 4 sequences used for CDMA and only one user transmits. SFO is assumed to be 10%, the Reader needs to use the sliding correlation method to detect the transmitted sequences/users based on the correlation peak detection. In the sub-figure a), we assume user 1 is transmitting the sequence and the reader needs to blind detect. Since the Reader does not know which sequence(s) has been transmitted, it uses the pre-configured 4 sequences detect the target sequence by correlating the pre-stored 4 sequences with the received signal respectively and then determine which sequence is transmitted by determine whether the maximum peak value is larger than a predefined threshold. 
The correlation results are given in following sub-figure b), here only User1 is transmitting the signal with Sequence 1(Seq. 1), b)-1) shows the correlation results of the received signal at the reader side using Seq. 1, while b)-2), b)-3), b)-4) give the results of the received signal using Seq. 2, Seq. 3 and Seq. 4, respectively. To avoid the false alarm detection from Seq. 2/3/4, the threshold should be larger than 0.12. Obviously, all the correlation peak value is below the threshold. Then the Reader will think there is no users transmitting the signals, or face an intolerably-high false-alarm rate. Based on the analysis above, we can see that the larger SFO will largely impact detection performance of the D2R signals and makes CDMA cannot work.
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a) Single users (User1) transmit while 4 sequences are configured
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         1) Seq. 1 correlation with received signals                             2) Seq. 2 correlation with received signals
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          3) Seq. 3 correlation with received signals                            4) Seq. 4 correlation with received signals
b) Normalized cross-correlation performance with SFO 10% (User1 is transmitting signals)
Figure 17. Example of impact of SFO on the CDMA system. 


SFO estimation with sample frequency training
As shown in our contribution paper [11], sample frequency training signal can be used to estimate the coarse SFO by finding the position (frequency) of the harmonic wave from the FFT results of the training signal. But for CDMA, there will be two issues.
· Issue #1: When User1 and User2 sends the training signals simultaneously, the reader cannot estimate the SFOs of different users effectively. Superposition of sampling frequency training signals from different users degrade the SFO estimation as shown in the following subfigure 4).
· Issue #2: Unable to distinguish the SFO for the certain user. When users with different SFOs access the system, even though peaks might be found from the FFT-based results, the Reader still does not know the estimated SFO of a certain user.  It even cause a fake peak by mix of different users training signals.
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      1) FFT results of (training signals from User1)                             2) FFT results of (training signals from User2)
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3) FFT results of (training signals from User1 + User2)                           4) FFT results of training signals
Figure 18. Example of SFO estimation on the CDMA system . 
Based on the discussion above, CDMA is not proper for A-IoT and does not work for A-IoT systems.
[bookmark: _Ref159150943]
[bookmark: _Ref166279210]Observation 7: D2R OFDMA and CDMA cannot be supported due to the large clock frequency offset of the Ambient IoT devices.
[bookmark: _Ref166279373]Proposal 18: For the D2R transmission of Ambient IoT, TDMA and FDMA are supported, while OFDMA and CDMA not supported.
[bookmark: _Ref162982918][bookmark: _Ref162982967]In section 3.2, it is mentioned that narrowband transmission can be applied for the D2R transmission from devices in bad coverage. In this case, FDMA within an uplink channel can be considered. In section 6.1.2, it is described that line codes shift the backscattered signal away from the carrier-wave. By combining line codes with different codeword lengths and chip length, the two sidebands of the backscattered signal can be shifted to a different frequency within the channel bandwidth. In other words, FDMA can be achieved without significant impact to the hardware of the Ambient IoT device. Similar to the narrowband transmission in NB-IoT, FDMA between devices in bad coverage scenarios can obviously improve the spectrum efficiency for Ambient IoT D2R transmission. The FDMA of Manchester encoding and Miller encoding is shown in the following Figure 19 and Figure 20. The FDMA extension of FM0 encoding is not supported currently as demonstrated in UHF RFID [4]. 
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[bookmark: _Ref166280919]Figure 19. Frequency shifting by Manchester code 
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    Figure 20. Frequency shifting by Miller code 
For the FDMA of Manchester encoding, the total time length of one information bit is same for different FDMA configurations. Within the same total time length, chip length and line code repetition are different for different FDMA configurations. For basic Manchester encoding, one example is that information bit “1” is encoded as the chips {10} and information bit “0” is encoded as the chips {01}. Then in FDMA configuration 1, the chip length is  and the line code repetition is 1, which includes one {high-voltage chip and low-voltage chip}. The line code repetition number can be defined as N and N = 1 for this FDMA configuration 1.
For FDMA configuration 2 of Manchester encoding, N = 4, which includes four {high-voltage chip and low-voltage chip}. For this configuration of Manchester encoding, one example is that information bit “1” is encoded as the chips {10101010} and information bit “0” is encoded as the chips {01010101}. In order to maintain the same total time length of one information bit as FDMA configuration 1, the chip length  is 1/4 of .
For FDMA configuration 3 of Manchester encoding, N = 8, which includes eight {high-voltage chip and low-voltage chip}. For this configuration of Manchester encoding, one example is that information bit “1” is encoded as the chips {1010101010101010} and information bit “0” is encoded as the chips {0101010101010101}. In order to maintain the same total time length of one information bit as FDMA configuration 1, the chip length  is 1/8 of . 
The encoded pattern of three FDMA configuration is shown as the following figure. 
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Figure 21. The example Manchester encoding pattern of different FDMA configurations

[bookmark: _Ref159150948]Observation 8: D2R FDMA can be implemented without impacting the hardware of the Ambient IoT device.
[bookmark: _Ref165398094]Proposal 19: D2R FDMA configurations can be realized by the same time length for one information bit with different chip length and line code repetition configurations.
Some companies proposed that D2R FDMA can be operated with the square wave component instead of the line coding component. The square wave component generates the square wave signals with the specific switching frequency and number of cyclic square waves (one high-voltage and one low-voltage). For the FDMA configurations with the same transmission bandwidth, the total length of square waves of different FDMA configurations is same. Within the same total square wave length, switching frequency  and number of cyclic square waves  are different for different FDMA configurations.  Then the information is repeated  times and operated XOR calculation with the square wave sequences. For example, with information bit “1”, the coded sequence is the same as the square wave sequence for different FDMA sequences. The square wave generation for different FDMA configuration is shown in the figure below.
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Figure 22. The example of square wave generation of different FDMA configurations
As can be observed, the output coded sequence of the square wave generation and the proposed Manchester encoding pattern is the same with each other. Thus, the FDMA capability and frequency shift effects are same for both generation methods.
[bookmark: _Ref166279383]Proposal 20: D2R FDMA configurations can be realized by the same square wave length for one information bit with different switching frequencies and numbers of cyclic square waves configurations.
[bookmark: _Ref166279219]Observation 9: The encoding sequences of Manchester encoding is the same as the square wave sequences for different FDMA configurations.
[bookmark: _Ref166279388]Proposal 21: The FDMA effects are the same for Manchester encoding method and square wave realization.
Coding
Line code
Line codes are widely-used in communication systems to provide dedicated characteristics by mapping each original binary data bit to a codeword consisting of a sequence of chips according to some defined transition rules. There exist a number of line codes that performs the mapping of binary bits either to different voltage levels, or to different voltage level transition patterns. 
For Ambient IoT RAN1#116 agreement, pulse interval encoding (PIE) and Manchester encoding have been agreed as the study baseline line code candidates for the R2D transmission. 
Besides, in RAN1# 116bis agreement, FM0 encoding, Miller encoding, Manchester encoding and no line encoding have been agreed as the study baseline line code candidates for the D2R transmission. 
The depiction of all the R2D and D2R line code candidates are shown in the following figure.

[image: ]
[bookmark: _Ref166280965][bookmark: _Ref158218783][bookmark: _Ref158218775]Figure 23. Depiction of all the candidate line codes in RAN1 #116
R2D
Line codes are supported in the R2D transmission of Ambient IoT. It does not only prevent the consecutive transmission of bit “1” or bit “0”, but also carry embedded clock information by regular voltage transitions. The rising- or falling-edge in each codeword helps the device to track chip-level timing in the case of SFOs as large as 105 PPM. The details on the tracking of chip-level timing is explained in detail in [6].
[bookmark: _Ref158219392]Observation 10: For the R2D transmission of Ambient IoT, line codes are essential for the chip-level timing tracking at the receiver of the Ambient IoT device.
Manchester code is a type of bipolar code, in which each codeword consists of two voltage levels. In Manchester encoding, one encoding method is that bit “1” is mapped to codeword “10” and bit “0” is mapped to codeword “01”. Another encoding method is that bit “1” is mapped to codeword “01” and bit “0” is mapped to codeword “10”. As shown in Figure 23(a), there is always a transition at the middle of each codeword, either from high voltage to low voltage or vice versa. By this means, Manchester codes enjoy the important characteristic of self-clocking. Based on the periodic transition, Manchester codes carry clock information together with data, which benefits the timing tracking at the receiver. The encoding rules lead to a transition at the boundary of every two consecutive bits.
PIE conveys the binary information based on the duration of the intervals between transitions. The codeword of PIE consists of codewords with different lengths for bit “0” and bit “1”. As shown in Figure 23(d), one example encoding method of PIE is that bit “1” is mapped to codeword “1110” and bit “0” is mapped to codeword “10”. In PIE codes, the ratio of the high to low voltage is high due to the longer high voltage chip for bit “1”, resulting in the ability to provide stable instantaneous RF energy to the device. The average ratio of the high to low voltage in PIE is 66.7% and the average ratio of the high to low voltage in Manchester encoding is 50%.  For Ambient IoT devices with external energy storage to pre-store energy before data transmission, the energy charging gain for PIE compared with Manchester code is tiny, which is not a critical feature for the R2D transmission. On the other hand, the unequal length of the two codewords result in the actual size of the data to be transmitted being dependent on the nature of the data itself. This leads to lower efficiency and worse performance as compared to Manchester codes due to the variable codeword length. 
Assuming the transmitted information bit is “110”, the waveform of Manchester coded chips [101001] and PIE coded chips [1110111010] is shown in the following figure. The Manchester encoding method in which bit “1” is mapped to codeword “10” and bit “0” is mapped to codeword “01” is adopted here.
For Manchester decoding, both the transition from low to high voltage and the transition from high to low voltage can be detected at the device. The length of one Manchester coded chip is defined as T and the chip length of one bit for Manchester encoding is 2T. The device can detect whether the transition in the middle of one bit is the transition from low-to-high voltage or the transition from high-to-low voltage. If a transition from low-to-high is detected at the middle of one bit, the bit is detected as bit “0”. If a transition from high-to-low is detected at the middle of one bit, the bit is detected as bit “1”. For example, on the basis of the middle transition (defined as the first reference time point Ref time #1) of the first bit, a transition from high-to-low is detected at Ref time #1+2T time, and hence the next bit is detected as bit “1”. Then the reference time point changes to the Ref time #1+2T time point (defined as Ref time #2). Based on Ref time #2, a transition from low-to-high voltage is detected at Ref time #2+2T time point, and thus the next bit is detected as bit “0”. Due to the high SFO and channel impact on the received R2D transmission, the position of the transition can be detected within the time window with e.g., [-50% +50%] chip length deviation range at a given time point.
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Figure 24. Manchester encoding and decoding
For PIE decoding, the interval between the transitions from low to high voltage can be detected at the device since an information bit is carried in the interval of high voltage and each information bit is started with high-voltage. The length of one PIE low-voltage chip is defined as T. The length of one PIE high-voltage chip for bit “1” is defined as 3T. The length of one PIE high-voltage chip for bit “0” is defined as T. 
The device can detect whether a transition exists or not at +2T and +4T time based on the last reference time point. If a transition from low-to-high voltage is detected at +4T time, the bit is detected as bit “1”. If a transition from low-to-high voltage is detected at +2T time, the bit is detected as bit “0”.
For example, on the basis of the start transition from low to high (defined as the first reference time point Ref time #1) of the first bit, if a transition from low to high is detected at Ref time #1+4T time point, the bit is detected as the bit “1” and the reference time point changes to the Ref time #1+4T time point (defined as Ref time #2). Similarly, the second bit is detected as bit “1” in this example based on Ref time #2 and the reference time point changes to the Ref time #2+4T time point (defined as the second time point Ref time #3). If a transition from low to high is detected at Ref time #3+2T time point based on Ref time #3, the next bit is detected as bit “0”. Due to the high SFO and channel impact on the received R2D transmission, the interval of the two transitions from low-to-high can be detected by comparing it with a defined time interval threshold e.g., the mean value of two types of intervals.
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Figure 25. PIE encoding and decoding
PIE decoding is sensitive to e.g. spikes in noise power relative to signal power, which can lead to detection of a false edge. This will impact the time interval detection between the two rise edges. Due to the uncertain transmission length in the PIE, the error detection of one information bit may result in the error propagation for the detection of subsequent bit and the error detection of the overall data length. However, the transmission length in the Manchester encoding is certain and the detected position of a transition occurs at a fixed +2T time point. Then, the error detection of the overall data and data length may not occur. 
According to the simulation results in Figure 26, Manchester encoding has ~5 dB better link performance than PIE. The simulation assumptions are described in the appendix. The conventional transition edge detection processing described above for Manchester and PIE code, respectively, and the CP handling described in section 4.1.1 are used for line code decoding in the simulations. As analyzed above, the performance gap is mainly caused by the uncertain transition edge position issue of PIE, which makes PIE less robust against the false detection of transitions due to e.g. noise in the case of deep fading channel. In practical cases, the performance of PIE can be even worse due to such false edge detections caused by the distortion of some analog circuits at low input voltage.
[image: ]
Figure 26. Performance comparison for Manchester encoding and PIE
Furthermore, the transmit time of PIE is longer than Manchester encoding with low transmission efficiency. Hence, Manchester encoding enjoys a higher efficiency than PIE encoding.
[bookmark: _Ref157262607][bookmark: _Ref163085428][bookmark: _Ref166279392]Proposal 22: For the R2D transmission of Ambient IoT, Manchester code is supported due to the better performance and higher efficiency.
D2R
In RAN1 #116bis meeting, the following agreement about line code for D2R has been reached, where line coding for the D2R transmission focuses on FM0 encoding, Miller encoding, Manchester encoding and no line coding using square waves.
	(Copied from R1-2403663[3])
Agreement
For D2R, study: Manchester encoding, FM0 encoding, Miller encoding, no line coding.
· FFS: Mapping(s) from bit(s) to line-code codewords
· FFS: How to achieve small frequency shift in baseband and/or FDM(A) among devices
· Aspects to study include:
· Spectrum shape
· Complexity
· Power consumption
· BER, BLER
· Resilience to SFO
· If there is any relation to CFO


Mapping from bits to line-code codewords
For Manchester encoding, as mentioned in the previous section, we assume the encoding method where bit “1” is mapped to codeword “10” and bit “0” is mapped to codeword “01”. 
For the purpose of evaluation, for FM0, bit “1” is mapped to codeword “00” or “11”, ensuring no transition in the middle of a codeword, but a transition from one codeword to another at the edge of the codeword period in case of consecutive transmission of bit “1”, and bit “0” is mapped to codeword “01” or “10”, depending on the previous codeword’s voltage level, while ensuring a transition in the middle of the codeword. 
For Miller codes, bit “1” is mapped to codeword “01” or “10” and bit “0” is mapped to codeword “00” or “11”, where a transition from high-to-low voltage at the edge of the codeword period indicates bit “0” and a transition in the middle of the codeword indicates bit “1”.
Small frequency shift
Apart from preventing the consecutive transmission of bit “1” or bit “0”, it can shift the spectrum of D2R signal away from the carrier-wave for the backscattered signal. In typical line codes, two chips with different amplitude or phase appears alternately, which is equivalent to the carrier wave with low frequency, enabling it to shift the baseband signal away from the direct current (DC). Line code is also supported in the D2R of UHF RFID [4]. As discussed in section 5.2 for FDMA in D2R, the Btx,D2R remains the same for the total encoding length of an information bit and thus the change of chip length and line coding pattern only shifts the baseband signal frequency location away from DC.
The frequency shifting function by line codes plays an important role against the carrier-wave interference for D2R transmission. The residual carrier-wave interference at the input of digital baseband unit can still be several 10 dB higher than the received signal. Without the high-pass filter, the receiver sensitivity is expected to be significantly impacted. As discussed in [2], high-pass filtering can provide significant interference suppression (e.g., 80~90 dB) with low implementation complexity for the D2R receiver, which can even suppress the interference to below the noise. However, the frequency components around DC of the target signal will be suppressed by the filter as well. Figure 27 shows the spectrum before and after high-pass filtering for the D2R signal without line code. The receiver cannot correctly recover the original data bit due to the incomplete signal after filtering.
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Figure 27. The comparison of no line code with FEC frequency power before (left) and after (right) high pass filtering 
[bookmark: _Ref166279233]Observation 11: Without line code for D2R transmission, high-pass filter cannot be applied by D2R receiver for carrier-wave interference suppression.
By using line code, the spectrum of baseband signal will be shifted away from DC, as shown in Figure 28. In this way, it becomes suitable to use high-pass filtering for carrier-wave interference suppression. 
[bookmark: _Ref163085431]As discussed in section 5.2, different frequency shifting can be achieved for D2R signal by adjusting the length of line code and the chip length. In other words, line code also plays an important for the simple realization of FDMA for D2R transmissions. Manchester encoding and Miller encoding offers the frequency shift functionality, however, according to UHF RFID [4], FM0 encoding has no extension method and cannot perform the frequency shifting functionality. Some companies proposed that D2R FDMA can be realized by the component of square wave. As discussed in section 5.2, the output encoding sequence with the extension method of Manchester encoding is the same as the square wave, which includes several cyclic {high-level voltage and low-level voltage} or {low-level voltage and high-level voltage}. Thus, the FDMA capability and the performance between the square wave (with different switching frequencies and square wave numbers) and Manchester encoding (with different line code repetitions and chip lengths) are the same in our view.
[bookmark: _Ref158219407][bookmark: _Ref166279397]Proposal 23: Line code is supported for the D2R transmission, considering its functionality of carrier-wave interference suppression by shifting the uplink signal away from the single-tone carrier-wave.
[bookmark: _Ref166279239]Observation 12: The encoding sequences of Manchester encoding is the same as the square wave sequences for different FDMA configurations.
[bookmark: _Ref165398114]Proposal 24: The FDMA aspects and performance of Manchester encoding are similar as those of the square wave.
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Figure 28. The frequency power spectrum of FM0 code, Miller code and Manchester code

Performance comparison
The theoretical performance of FM0 code, Miller code, Manchester code is analyzed in [12], in which the FM0 code and Manchester code yield similar performance and the performance of Miller code is worse than FM0 code and Manchester code. In paper [12], the free distance of Miller code is smaller than Manchester code and FM0 code. The link performance of FM0 codes, Miller codes and Manchester codes under 10% SFO, no FEC and other D2R simulation assumptions as described in the Appendix is shown in the following figure. As previously discussed, the performance of square wave and Manchester code is the same due to the same encoding sequence demonstrated in section 5.2. 
As can be observed from the following figure, the decoding method and initial SFO can also have impacts on the line coding performance. For the decoding method, we have used a Viterbi decoder, where the decoding of FM0 and Miller requires to consider the relationship between the first chip of the current codeword and the last chip of the last codeword due to their state transfer diagram and their transition rules for mapping the codewords to bits. Thus, the decoding log-likelihood ratio (LLR) cannot be combined for the two chips of the codeword. However, for Manchester decoding, no relationship between the adjacent codewords exists since it relies on the transitions in the middle of a codeword, and hence, the decoding LLR can be combined for the two chips of the codeword. This would ensure that the SFO tolerance by Manchester codes is stronger than FM0 code and Miller, due to the two-chip combined detection instead of one chip.
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Figure 29. Performance of FM0, Miller and Manchester code under SFO 10%
Spectrum shape 
As shown in Figure 28, the power spectral density of FM0 code, Miller code and Manchester code is compared under the condition of the same chip duration of 133.3μs. As can be observed from the figure, the power of Miller code is more concentrated in the low-frequency region of the main lobe and the power of FM0 code and Manchester code are well-distributed in the main lobe. FM0 code can be regarded as a method of differential Manchester code and thus the power spectral density of FM0 code is almost the same as Manchester code. As can be observed from Figure 20, all the single-sideband main lobe of the three codes is at 7.5 kHz and the double-sideband main lobe of the two codes is at 15 kHz. Thus, FM0 code, Miller code and Manchester code have a similar spectral efficiency with each other. 
However, the power of Miller code is more concentrated in the low-frequency region which is adjacent to the carrier wave frequency as compared with FM0 code and Manchester code. For example, when the signal bandwidth is 15 kHz, 90% power is transmitted in [-0.88, +0.88] kHz of Miller code whereas 90% power is transmitted in [-1.4, +1.4] kHz of FM0 code and Manchester code. This directly has an impact on the self-interference handling performance which leads to better interference handling capability for FM0 encoding and Manchester encoding.
Resilience to SFO
Line codes with specific transition characteristics provide them with the functionality of a self-clocking signal, which enables the device to perform timing tracking to deal with the accumulated timing offset caused by the large SFO. 
As there is always at least one transition within each codeword of line code, the device can utilize the transition(s) to continuously refresh its timing reference point for time tracking, enabling chip-level timing, which is used to determine the accumulated timing offset and counter the SFO.
As discussed above, Manchester encoding may have better resilience to SFO due to more frequent voltage transitions, especially when compared to Miller codes. This is because while Manchester codes have transitions in the middle of each and every codeword, Miller codes have transitions in the middle for a information bit “1”, at the beginning of the codeword for information bit “0”, and most importantly,  no transition is allowed at the beginning of one information bit if two consecutive information bit “0” occur. This can be seen from Figure 19, where for the transmission of the same information bits of length 7, the number of transitions for Manchester codes is 10, while it is only 8 for Miller codes.

Summary
The comparison of FM0 code, Miller code and Manchester code from these aspects are summarized in the following table: 
        Table 1. The comparison of FEC different line coding
	
	FM0 code
	Miller code
	Manchester code

	Link performance
	Similar
	3 dB worse, theoretically
	Similar

	Spectral efficiency
	Good
	 Good
	Good

	Self-interference suppression
	Good
	Poor
	Good

	FDMA capability
	No
	Yes
	Yes

	 Resilience to SFO
	Good
	Poor
	Good



In consideration of all the aspects, Manchester code all has good characteristics compared with the other two codes. Consequently, due to the better link performance and same spectral efficiency loss as other codes, Manchester code is supported for the D2R transmission of Ambient IoT.
[bookmark: _Hlk158143476][bookmark: _Ref157262614][bookmark: _Ref163085439][bookmark: _Ref166279407]Proposal 25: For the D2R transmission of Ambient IoT, Manchester code is supported due to its superior link performance, better self-interference suppression capability, ability to support FDMA and higher resilience to SFO.

Forward error correction (FEC) code 
In conventional 3GPP technologies, FEC code plays an important role to efficiently optimize link performance. For Ambient IoT, the feasibility of introducing FEC needs to be considered under the strict constraints of device power consumption and complexity.
If FEC is found feasible and necessary, it is preferred to reuse or refer to the existing FEC codes in conventional 3GPP technologies, such as convolutional codes.
R2D FEC
An FEC decoder usually requires complicated arithmetic or logical operations and cache memory of a certain size in order to perform its task efficiently. For an Ambient IoT device with ~1 µW peak power consumption, the decoders of existing 3GPP FEC codes are too complicated for implementation. For example, the de-interleaving operation or route metric caching for convolutional codes, Turbo codes, Polar codes and LDPC usually require volatile memory with a certain reading/writing throughput, which cannot be supported by the ~1 µW power device. Even for the decoder of the Reed-Muller (RM) code in LTE, the large number of logical operations needed for the fast Hadamard transformation is also too complicated for the ~1 µW power device. 
For indoor deployments, the received signal power at the Ambient IoT device can be relatively high (e.g., >-60 dBm), considering the typical inter-site distance of a few 10 meters and high transmit power of the base station. Hence, the receiver sensitivity is not expected to be the bottleneck of the link budget for target coverage. In consideration of the target coverage 50m, the MPL is calculated as 70dB according to TS 38.901 [13] and then receiver sensitivity is calculated as -42dBm. Then even for device 2b, assuming NF 21dB and transmission bandwidth 180 kHz, the receiving SINR can be calculated as 58dB when the target receiver sensitivity is achieved. Obviously, this so-high SINR is not the bottleneck of the link budget, which can be obtained without the use of FEC code. Thus, FEC code is not necessary even for device 2b.
Though some FEC decoders may be feasible for the implementation of 100 µW-level power consumption devices, considering the harmonized design between Ambient IoT devices with different peak power consumptions, FEC is not supported for Ambient IoT R2D transmission.
[bookmark: _Ref165398122]Proposal 26: For the R2D transmission of Ambient IoT, FEC is not supported.

D2R FEC
In RAN1#116bis meeting, the following agreement about FEC for D2R has been reached.
	(Copied from R1-2403663[3])
Agreement
A-IoT D2R study of FEC includes at least convolutional codes.
· Comparisons are encouraged to compare to the case of no FEC
· FFS details of convolutional codes, such as polynomial(s), shift-register termination, etc.
· FFS if other FEC candidates/methods will be studied.


For Ambient IoT D2R transmission, channel coding is beneficial to achieve the low receiver sensitivity for proper link performance [1], while at the same time, power consumption of the encoder is a key point to be considered especially for ~1 µW peak power consumption devices. Among the existing FEC codes in 3GPP technologies, the encoder of convolutional codes can be implemented by e.g. a 6-bit shift register and a few XOR gates, which is expected to not exceed the complexity of a PIE decoder in existing UHF RFID tags [4]. In other words, convolutional codes are feasible for Ambient IoT device with ~1 µW peak power consumption. Considering the harmonized design between Ambient IoT devices with ~1 µW and a few 100 µW peak power consumption, convolutional codes can be applied for both of them in D2R transmission. Furthermore, the initial state for the shift registers requires to be considered to avoid incurring a data rate loss due to the addition of tail bits (non-information bits) to achieve the same state of the registers as when the encoding began.
The encoder of other existing FEC codes, such as Turbo codes, Polar codes and LDPC, cannot be supported by the ~1 µW power device. The dimension of generator matrix for Polar codes and LDPC is related to the bits transmitted for the D2R transmission, which needs much more complicated bit-level logical operations and cache memory of an infeasible size. The generator of Turbo codes requires inter-leaver between two convolutional code branches, which also needs much more cache memory to operate the interleaving. Furthermore, the encoding of RM code requires large number of logical operations for the fast Hadamard transformation, which is also too complicated for the ~1 µW power device. The other types of block codes are not supported in 3GPP and may cost an amount of time to discuss. Thus, the other types of block codes are not recommended as well. The comparison for the FEC candidates is shown in the following table:
Table 2. The comparison of FEC codes for device 1 implementation aspects
	FEC code
	Implementation aspects
	Suitability for device 1

	Convolutional code
	A few shift registers and XOR gates
	Yes

	Turbo code
	Needs inner and outer inter-leaver
	No

	Polar code
	Large generator matrix needs much more complicated bit-level logical operations and cache memory
	No

	LDPC code
	Large generator matrix needs much more complicated bit-level logical operations and cache memory
	No

	RM code
	Needs fast Hadamard transformation
	No

	Other block codes
	N/A
	Maybe suitable, but not suitable for 3GPP discussions



[bookmark: _Ref157262622][bookmark: _Ref166279416]Proposal 27: For the D2R transmission of Ambient IoT, other FEC candidates/methods besides convolutional code are not studied. 
As discussed in [2], buffering or caching a transport block or some intermediate data of a certain size (e.g., 100 bits or more) cannot be supported by an Ambient IoT device with ~1 µW peak power consumption. Consequently, rate-matching or interleaving is assumed to be not supported by Ambient IoT device.
[bookmark: _Ref159150890][bookmark: _Ref166279420]Proposal 28: For the D2R transmission of Ambient IoT, rate-matching or interleaving is not supported by Ambient IoT devices.
One efficient method to guarantee the good performance of convolutional codes is that the end state of the shift registers is the same as the initial state of the shift registers. Thus, the LTE tail-biting convolutional code (TBCC) with six shift registers can be studied as the baseline. Since the power consumption and implementation complexity are also needed to be considered for all the devices, especially for device 1, the potential optimization and modification of LTE TBCC can be considered. The performance of 1/3 rate convolutional code with the end state of the shift registers same as the initial state of the shift registers compared with 1/3 block repetition is shown in the following figure, which demonstrates the performance of convolutional codes yield a 3.5 dB performance gain.
[image: C:\Users\j00386553\AppData\Roaming\eSpace_Desktop\UserData\j00386553\imagefiles\A0834F33-82D1-4044-9043-6AC61B7B39FA.png]
Figure 30. The performance comparison of 1/3 CC vs. 1/3 block repetition
[bookmark: _Ref165398136]Proposal 29: TBCC can be studied as the baseline for D2R convolutional code.
· [bookmark: _Ref165398140]The potential optimization and modification of TBCC can be considered.
D2R transmissions using repetitions
The repetition techniques mainly have two types. One is line coding repetition as discussed in section 5.2, which transmits the line codeword repeatedly several times. The detection of D2R can obtain combining gain and does not need to wait for the whole transport block (TB) to be received to combine the codewords by line coding repetition. 
Another method is block repetition technique, which transmits the TB repeatedly several times. The detection of D2R can obtain combining gain and time diversity gain by the block repetition. Furthermore, it can enable BS to terminate the receiving if it successfully decodes the TB.
[bookmark: _Ref166279431]Proposal 30: For the D2R transmission of Ambient IoT, study both line code codeword and TB repetition.

CRC for Ambient IoT 
	(Copied from R1-2403663[2])
Agreement
Study
· baseline: using 6 bits and 16 bits CRC with polynomials from TS 38.212, or no CRC, for PRDCH
· baseline: using 6 bits and 16 bits CRC with polynomials from TS 38.212, or no CRC, for PDRCH
· FFS: details when different CRC lengths or no CRC may be used
· FFS: other 6 bits and 16 bits CRC with different polynomials than from TS 38.212
· 


Cyclic redundancy code (CRC) is essential for the reliability of wireless transmissions, which can detect errors in transmitted data, ensuring data integrity during transmission. For Ambient IoT, it has been agreed that the CRC-6 and CRC-16 in NR can be used as the baseline.
	CRCs in TS 38.212


-	 for a CRC length ;


-  for a CRC length .


For the CRC(s) used in Ambient IoT, both error detection performance and transmission efficiency need to be considered. In TR 38.848 [14], it is defined that the maximum message size does not exceed 1000 bits for both downlink and uplink. As a reference, the typical length of the electronic product code (EPC) used in practical applications is 96 or 128 bits for UHF RFID. In the random-access procedure, the handshaking between the base station and the Ambient IoT device is also expected to be based on short messages of a few tens of bits or less. In this case, the CRC length can largely impact the transmission efficiency. An example of the CRC overhead is given in Table 3. It is seen that the 24 bits CRC may be too heavy for short messages of a few or several tens of bits.
Table 3. Examples of CRC overhead for CRC-6/CRC-16 in Ambient IoT systems
	-
	CRC-6
	CRC-16

	TBS: 8 bits
	43%
	67%

	TBS: 16 bits
	27%
	50%

	TBS: 24 bits
	20%
	40%

	TBS: 32 bits
	16%
	33%

	TBS: 40 bits
	13%
	29%

	TBS: 96 bits
	6%
	14%

	TBS: 256 bits
	2%
	6%


[bookmark: _Ref166279245][bookmark: _Ref157975209]Observation 13: For the CRC used in Ambient IoT, both error detection performance and transmission efficiency need to be considered.
[bookmark: _Ref166279249]Observation 14: The transmission efficiency can be seriously reduced for small TBS with large CRC overhead.  
It is known that longer CRCs have high overhead but enjoy better error detection performance. However, as agreed in [3], no CRC can be also considered to further save the CRC overhead. For example, referring to the RFID design, only some important messages such as the Query, Select, Req_RN and other configuration/control/command messages are appended with CRCs to increase their reliability. On the other hand, messages such as QueryRep/ACK in RFID system are not protected by CRC to save the overhead. Therefore, no CRC is also considered to improve the transmission efficiency. 
Short CRC can be used for short commands to reduce the false alarm rate and make the system more robust, for example, referring to RFID, the Query command with 22bits is protected by CRC-5 in RFID.  Therefore, we consider the CRC design in A-IoT systems with CRC-6 being used for TBSX and CRC-16 for TBSX. An example can be {CRC-6} for TBS24 bits and {CRC-16} for TBS24 bits, where no CRC is also supported for the signals without control information. 
[bookmark: _Ref166279254]Observation 15: No CRC can be used for certain messages in PRDCH or PDRCH to improve the transmission efficiency, where these messages do not contain important information such as configuration or control information or commands. 
[bookmark: _Ref166279259]Observation 16: CRC-6 for short but important information can realize a trade-off between the false alarm rate reduction and overhead saving. 
[bookmark: _Ref162015150][bookmark: _Ref166279436]Proposal 31: For CRC in A-IoT, CRC design with CRC-6/CRC-16/no-CRC is considered.
Here, simulations are also given to show the error detection performance of the CRCs, for which we consider the minimum information bit length is 8 while the maximum transmit block size (TBS) is 1000bits. To make sure to test the worst case, we have run simulations without FEC (i.e., with code rate of R=1), since it corresponds to the worst case in terms of undetected errors. BLER=10% is required. We analyze the  (probability of undetected error) performance of CRCs based on the theoretical evaluation method proposed in [15].
[bookmark: _Hlk161856718]Figure 26 shows the  for TBS of 1000bits and a code rate of R=1 considering long CRC case, i.e., CRC-16. As shown in the Figure,  can be less than  both for CRC-16 with TBS=1000bits and BLER10%(in subfigure b)) [15]. Since  for ASK where , we can have the results in subfigure c). From the subfigure, we can see reasonable performance can be by CRC-16 even under low SNR as ~1dB. Therefore reasonable performance can be obtained by CRC-16 for different TBSs in A-IoT. 
However, since the CRC overhead is also very crucial to the A-IoT system, we also need to analyze the TBS boundaries for CRC-16. This problem is transformed to find the boundaries for CRC-6.
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        a)  v.s. BER                                                            b)  v.s. BLER 
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c)  v.s. SNR
[bookmark: _Ref161997911][bookmark: _Ref161997901]Figure 31.  of CRC-16 for large TBS with 1000bits.
[bookmark: _Ref162015104]Observation 17: For the A-IoT system, CRC-16 can realize reasonable undetected errors probability performance under TBS=1000bits.
We also calculate the  for small TBS such as 24 bits with CRC-6 and CRC-16 as shown in the Figure below. From the results, we can see  is less than  both for CRC-6 with TBS=24 bits and BLER10%, as shown in subfigure b). While the probability of undetected errors is higher for CRC-6, and transmissions with CRC-16 performs better, this is only one aspect of the CRC performance since we also need to consider the cost of the overhead to achieve this. Referring to Table 3, we can see that for a TBS of 24 bits, the overhead is as high as 40% for CRC-16 as compared to an overhead of 20% for CRC-6. Hence although CRC-16 has a higher error detection capability, the resource utilization efficiency collapses since 40% of the transmission bandwidth would be used to transmit the CRC, which is wasteful from a resource usage point of view. Considering the CRC performance and overhead, CRC-6 can be a good choice for TBS=24 bits in A-IoT systems. Referring to the RFID, CRC-5 is only used for query command with TBS=17 bits while CRC-16 is used for other commands whose length is larger than 24bits. Since CRC-6 has better performance than CRC-5 [16] and can achieve reasonable performance, we consider the boundary for CRC-6 can be no less than 24 bits. 
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           a)  v.s. BER                                                        b)  v.s. BLER
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                                                     c)  v.s. SNR
[bookmark: _Ref161998464][bookmark: _Ref161998459]Figure 32.  of CRC-6 for small TBS with 24bits.
[bookmark: _Ref162015106]Observation 18: For the A-IoT system, CRC-6 can realize reasonable undetected errors probability performance under TBS=24bits.
[bookmark: _Ref166279441][bookmark: _Ref157262643]Proposal 32: For the A-IoT system, we propose to use CRC 6 for TBSX, and CRC-16 for TBSX with X is no less than 24 bits, where transmissions without CRCs are also supported.

Conclusions
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]In this contribution, the general aspects of physical layer for Ambient IoT are discussed and following observations and proposals are made accordingly.
Observation 1: Transmission bandwidth Btx,D2R should be smaller than the occupied bandwidth Bocc,D2R to include the guard interval, which counters the frequency domain signal distortion due to SFO.
Observation 2: The CP handling at device does not add any implementation complexity for the device and is supported easily even for device 1.
Observation 3: CP handling at device with method Type 1 can be based on the last rising or falling edge included in the OFDM symbol.
Observation 4: For CP handling at device with method type 1, agonistic of CP length difference among OFDM symbols only has negligible performance loss (~0.3dB) when M is as large as 24.
Observation 5: OFDMA and FDMA are unsuitable for Ambient IoT R2D transmission, as the envelope detection applied in the receiver of the Ambient IoT device cannot extract different R2D signals being simultaneously sent in adjacent channels.
Observation 6: CDMA cannot be supported for Ambient IoT devices with ~1 µW peak power consumption.
Observation 7: D2R OFDMA and CDMA cannot be supported due to the large clock frequency offset of the Ambient IoT devices.
Observation 8: D2R FDMA can be implemented without impacting the hardware of the Ambient IoT device.
Observation 9: The encoding sequences of Manchester encoding is the same as the square wave sequences for different FDMA configurations.
Observation 10: For the R2D transmission of Ambient IoT, line codes are essential for the chip-level timing tracking at the receiver of the Ambient IoT device.
Observation 11: Without line code for D2R transmission, high-pass filter cannot be applied by D2R receiver for carrier-wave interference suppression.
Observation 12: The encoding sequences of Manchester encoding is the same as the square wave sequences for different FDMA configurations.
Observation 13: For the CRC used in Ambient IoT, both error detection performance and transmission efficiency need to be considered.
Observation 14: The transmission efficiency can be seriously reduced for small TBS with large CRC overhead.
Observation 15: No CRC can be used for certain messages in PRDCH or PDRCH to improve the transmission efficiency, where these messages do not contain important information such as configuration or control information or commands.
Observation 16: CRC-6 for short but important information can realize a trade-off between the false alarm rate reduction and overhead saving.
Observation 17: For the A-IoT system, CRC-16 can realize reasonable undetected errors probability performance under TBS=1000bits.
Observation 18: For the A-IoT system, CRC-6 can realize reasonable undetected errors probability performance under TBS=24bits.
Proposal 1: The same numerology between the R2D transmission of Ambient IoT and co-band NR can minimize the interference from Ambient IoT to NR.
Proposal 2: The relationship between the R2D occupied bandwidth Bocc,R2D  and the R2D transmission bandwidth Btx,R2D satisfy the constraint Bocc,R2D = Btx,R2D for an OFDM-based waveform.
Proposal 3: For the R2D transmission bandwidth Btx,R2D of Ambient IoT, Alt 1 is supported.
Proposal 4: For Bocc,D2R = 1 PRB, the D2R transmission bandwidth, Btx,D2R, is 150 kHz.
Proposal 5: For Bocc,D2R, 16 PRBs is the maximum occupied bandwidth.
Proposal 6: For Bocc,D2R, the following values can also be considered: 18 kHz, 36 kHz, 72 kHz, 180kHz (1 PRB), 360kHz (2 PRB), 720kHz (4 PRB), 1.44MHz (8 PRB), 2.88MHz (16 PRB).
Proposal 7: For Bocc,D2R = 16 PRB, the D2R transmission bandwidth Btx,D2R is 2.4 MHz.
Proposal 8: For Btx,D2R, narrowband transmissions are studied, e.g. 15 kHz minimum Btx,D2R.
Proposal 9: For the R2D transmission of Ambient IoT, only DFT-S-OFDM processing is supported for OFDM-based waveform generation. The DFT-S-OFDM process is recommended for the study to be the following steps:
· Step 1: The time domain OOK signal is defined as the combination of  ON/OFF chips with the length (L) of each chip is , where -points DFT (e.g. ) is operated to get the frequency domain signal;
· Step 2: With the frequency domain signal fft-shifted, the center  elements is obtained and mapped to the  subcarriers of ;
· Step 3: Zero padding is added on both sides of the obtained - length frequency signal. FFT-shift back, -points IFFT (e.g. , which is same as ) is operated and CP is added.
Proposal 10:  For OOK-4, M = 6 is supported, and applies to at least the case of Btx,R2D = 1 RB.
Proposal 11:  Larger M can be considered for the potential transmission bandwidth larger than 1 PRB, with M = 12 for Btx,R2D = 2 RB (i.e. 360 kHz) and M = 24 for Btx,R2D = 4 RB (i.e. 720 kHz).
Proposal 12: Btx,R2D > 4 RB is not supported for R2D transmission with M = 24.
Proposal 13: For R2D CP handling for OFDM based OOK waveform, Method Type 1 is supported.
Proposal 14: For Method Type 1, the determination of CP length difference among OFDM symbols is not necessary for the device.
Proposal 15: For the D2R transmission of Ambient IoT, both OOK and BPSK are supported, and the selection is up to device implementation.
Proposal 16: For the D2R transmission of Ambient IoT, single-carrier baseband waveform is supported.
Proposal 17: For the R2D transmission of Ambient IoT, only TDMA is supported.
Proposal 18: For the D2R transmission of Ambient IoT, TDMA and FDMA are supported, while OFDMA and CDMA not supported.
Proposal 19: D2R FDMA configurations can be realized by the same time length for one information bit with different chip length and line code repetition configurations.
Proposal 20: D2R FDMA configurations can be realized by the same square wave length for one information bit with different switching frequencies and numbers of cyclic square waves configurations.
Proposal 21: The FDMA effects are the same for Manchester encoding method and square wave realization.
Proposal 22: For the R2D transmission of Ambient IoT, Manchester code is supported due to the better performance and higher efficiency.
Proposal 23: Line code is supported for the D2R transmission, considering its functionality of carrier-wave interference suppression by shifting the uplink signal away from the single-tone carrier-wave.
Proposal 24: The FDMA aspects and performance of Manchester encoding are similar as those of the square wave.
Proposal 25: For the D2R transmission of Ambient IoT, Manchester code is supported due to its superior link performance, better self-interference suppression capability, ability to support FDMA and higher resilience to SFO.
Proposal 26: For the R2D transmission of Ambient IoT, FEC is not supported.
Proposal 27: For the D2R transmission of Ambient IoT, other FEC candidates/methods besides convolutional code are not studied. Capture the comparison of the implementation aspects of the different FEC candidates in Table 2 in the TR.
Proposal 28: For the D2R transmission of Ambient IoT, rate-matching or interleaving is not supported by Ambient IoT devices.
Proposal 29: TBCC can be studied as the baseline for D2R convolutional code.
Proposal 30: For the D2R transmission of Ambient IoT, study both line code codeword and TB repetition.
Proposal 31: For CRC in A-IoT, CRC design with CRC-6/CRC-16/no-CRC is considered.
Proposal 32: For the A-IoT system, we propose to use CRC 6 for TBSX, and CRC-16 for TBSX with X is no less than 24 bits, where transmissions without CRCs are also supported.
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Appendix
Simulation Assumptions of R2D
	Channel model
	TDL-A 150ns for D1T1

	UE velocity
	3 km/h

	SFO
	[-105 ppm, 105 ppm]

	Transmission Bandwidth
	180 kHz

	TBS
	32 bits

	FEC
	None

	Line code
	Manchester / PIE

	Repetition
	No

	Waveform
	OOK-4 (with CP added)



Simulation Assumptions of D2R
	Channel model
	TDL-A 150ns for D1T1

	UE velocity
	3 km/h

	SFO
	[-105 ppm, 105 ppm]

	Transmission Bandwidth
	15 kHz

	TBS
	96 bits

	FEC
	1/3 Convolutional Code (No FEC code only in section 4.2 and 6.1.2)

	Line code
	Manchester (FM0/Miller only in section 6.1.2), No line code only in section 4.2

	Repetition
	No 

	Waveform
	unmodulated single tone

	Bits mapping
	Only applied in section 4.2
OOK: 1100 for “bit1”, 0011 for “bit0”
FSK: 1100 for “bit1”, 1010 for “bit0”



Simulation Assumptions of CDMA
	Parameters
	Values

	Sequence types
	m-sequence

	Number of devices / sequences
	4

	Channel model
	AWGN

	Chip duration
	10µs

	Number of samples per chip
	16

	Modulation
	OOK

	Cyclic shift of m- and Gold sequences
	[1, 32, 63, 94]

	Sequence length
	127
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