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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In the RAN1#116bis meeting, the framework of both deployment scenarios and link budget template have been agreed, with part of details to be further studied. During the email discussion after the meeting, the framework and many details of the assumptions for the link level simulations were also agreed.
This contribution firstly addresses the remaining aspects of the RAN design targets for coverage and latency. The rest parts focus on the remaining details of deployment scenarios, and detailed assumptions for link budget calculation and link-level simulations. Based on the proposed evaluation assumptions, examples of the coverage evaluations for D1T1 are given at the end.
[bookmark: _Ref129681832]RAN design targets on maximum distance and latency
Maximum distance
In the RAN1#116bis meeting, it is agreed to set different maximum distance targets for different devices, within the range of 10 m to 50 m. The exact values of the maximum distance targets can be determined according to the link budget evaluations for different devices.
	(Copied from TR 38.848 [1])
Agreement
The maximum distance targets are set separately for device 1, device 2a, device 2b, respectively
· FFS detailed values and RAN1 can further decide the target within in the range of 10m to 50m after link budget study.
· FFS whether to set different values for different scenarios


[bookmark: _Hlk165628788]For an Ambient IoT device, the calculated link budgets in different scenarios can be different, which depends on the transmit power and receiver sensitivity of e.g. basestation, intermediate UE and CW node. However, the difference is not caused by the capability of the device. To avoid misunderstand and save workload, it is recommended to regard the maximum evaluated distance among different scenarios as the maximum distance target for a device. The maximum distance values based on our preliminary coverage evaluation results can be seen in Section 6.
[bookmark: _Hlk162637249]Proposal 1: For an Ambient IoT device, the maximum distance target is the maximum evaluated distance among different scenarios.
Latency
In the TR 38.848, the target latency is defined as “one-way end-to-end maximum latency”, which “also includes the query/triggering time”. It should be noted that “the time for charging the Ambient IoT device storage (if present) is not included in the latency”.
	(Copied from TR 38.848 [1])
The one-way end-to-end maximum latency targets, as defined in TR 22.840, are:
- 	Longer latency target: 10 seconds
-	Shorter latency target: 1 second
A use case is assigned to a latency target according to TR 22.840. RAN WGs can refine a definition of latency suitable for their work within the above.
NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.
NOTE: the one-way end-to-end maximum latency is assumed to also include query/triggering time.


The Rel-19 study is restricted to the traffic types of indoor inventory (DO-DTT) and command (DT). 
· [bookmark: _Hlk156061988]From the perspective of air interface, the one-way end-to-end maximum latency of DO-DTT traffic can be regarded as the time from the beginning of the query/triggering message transmission from the base station (BS) or intermediate node to the device, to the end of the successfully received reported message transmission from the device to the basestation or intermediate node. DO-DTT is intended for inventory where the specific device ID is unknown to the basestation or intermediate UE before query/triggering, thus the contention-based access procedure should be included in the latency of DO-DTT inventory.
· The one-way end-to-end maximum latency of DT traffic refers to command use cases, where the command message is transmitted to specific device(s) already known by basestation or intermediate UE. There may or may not be triggering message for the case. Different from DO-DTT inventory, contention-based access is not required for DT command.
[bookmark: _Hlk165631761]Regarding the meaning of the “successfully received” message, it depends on the required reliability, detailed scheduling strategy, and practical deployment scenarios. For example, the required reliability may vary significantly for different applications. Based on the dedicated requirement, a corresponding optimal scheduling algorithm can be designed. For those applications requiring high reliability, a denser deployment of e.g. basestation or intermediate UE may be applied to reduce the pathloss for the message transmissions. For evaluation purposes, complicated calculations caused by a dedicated target reliability should be avoided. For this purpose, it is recommended to assume a successful transmission rate of 90% for each transmission during the procedure, which corresponds to the initial BLER of 10% for each transmission. Referring to the latency evaluations of NB-IoT, only the initial transmission is considered for each message, which assumes an initial BLER of 10%.
Proposal 2: Refine the definition of latency as 
· For inventory use case (for DO-DTT traffic type): Time from the beginning of the query/triggering message transmission from basestation or intermediate node to a device, to the end of the successfully received reported message transmission from the device to basestation or intermediate node.
· For command use case (for DT traffic type): Time from the beginning of the triggering message transmission from basestation or intermediate node to a device, if present, to the end of the successfully received command message transmission from the basestation or intermediate node to the device.
Note: The successful reception probability is set to 90% for each transmission during the procedure.
Regarding the overall latency of the inventory of multiple devices, it is not included in the objectives of the SID, and not included in the RAN design targets defined in Rel-18 Ambient IoT as well. Consequently, no performance assessment is needed on this parameter, considering there is not even a definition of the design target for it. According to the guide of “strive to minimize evaluation cases in RAN1” in the SID, it is recommended not to study a new aspect, so as to avoid increased workload in Rel-19.
[bookmark: _Hlk165631769]Proposal 3: The study does not include the overall latency of the inventory of multiple devices.
Deployment scenarios for coverage and coexistence evaluation
In the RAN1#116bis meeting, 8 deployment scenarios were discussed and agreed for evaluations, with the detailed spectrum for each scenario to be further studied.
	(Copied from R1-2403663 [2])
Agreement
The following scenarios are defined,
· FFS: which of these scenarios will be evaluated.
	Scenario
	CW Inside/outside topology
	Diagram of the scenario
	Description of the scenario
	Device 1/2a/2b 
	CW spectrum
	D2R spectrum
	R2D spectrum

	D1T1-A1
	CW inside topology
	[image: ]
	· CW node inside topology 1
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
	Device 1, 2a
	Case 1-1 (inside topology, DL)
Case 1-2 (inside topology, UL)
	Same as CW
	

	D1T1-A2
	
	[image: ]
	· CW node inside topology 1
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
	
	Same as D1T1-A1
	Same as CW
	

	D1T1-B
	CW outside topology
	[image: ]
	· CW node outside topology 1
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
	
	Case 1-4 (outside topology, UL)
	Same as CW
	

	D1T1-C
	No CW
	[image: ]
	· No CW Node.
	Device 2b
	N/A
	UL
	

	D2T2-A1

	CW inside topology
	[image: ]
	· CW node inside topology 2
· ‘CW’ in CW2D and ‘R2’ in D2R are different
· ‘CW’ in CW2D and ‘R1’ in R2D are same
· ‘R1’ in R2D and ‘R2’ in D2R are different
· BS communicates with R1 and R2
	Device 1, 2a
	Case 2-2 (inside topology, UL)
	Same as CW
	

	D2T2-A2
	
	[image: ]
	· CW node inside topology 2
· same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
· BS communicates with R
	
	Same as D2T2-A1
	Same as CW
	

	D2T2-B
	CW outside topology
	[image: ]
	· CW node outside topology 2
· ‘CW’ in CW2D and ‘R’ in D2R are different
· ‘CW’ in CW2D and ‘R’ in R2D are different
· ‘R’ in R2D and ‘R’ in D2R are same
· BS communicates with R
	
	Case 2-3 (outside topology, DL)
Case 2-4 (outside topology, UL)
	Same as CW
	

	D2T2-C
	No CW
	[image: ]
	· No CW Node.
· BS communicates with R
	Device 2b
	N/A
	FFS

	

	Note: this table is for the case where D2R is in the same spectrum as CW2D.





The layout of basestations / intermediate UEs and devices were also discussed. For D2T2, the distribution of intermediate UEs and devices needs to be further clarified. The CW distribution in both D1T1 and D2T2 also needs further study.
	(Copied from R1-2403663 [2])
Agreement
The following layout is used for evaluation purpose,
· FFS: CW distribution for D1T1-B and D2T2-B
	Parameter
	Assumptions for D1T1
	Assumptions for D2T2

	Scenario
	InF-DH
	InH-office
	InF-DL

	Hall size
	120x60 m
	120 x50 m
	300x150 m

	Room height
	10 m
	3m
	10 m

	Sectorization
	None

	BS deployment / Intermediate UE dropping
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
· L=120m x W=60m; D=20m
· BS height = 8 m
[image: ]
	· L=120m x W=50m;
· Intermediate UE height = 1.5 m

FFS: Intermediate UE dropping
	· L=300m x W=150m;
· Intermediate UE height = 1.5 m

FFS: Intermediate UE dropping

	Device distribution
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
	Device Height= 1.5 m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations
	Device Height= 1.5m
AIoT devices drop uniformly distributed over the horizontal area
FFS: which devices are involved in the evaluations

	Device mobility (horizontal plane only)
	3 kph
	3 kph
	3 kph





Deployment scenario 1 with Topology 1
R2D spectrum
Regarding the spectrum for R2D transmissions in D1T1, downlink spectrum is more reasonable considering the following two aspects.
· From the view of regulation, it is safer for basestation to transmit in FDD downlink spectrum. In the discussions during the RAN1#116 meeting, IAB was mentioned as an example of basestation transmitting in uplink spectrum. As discussed in our paper on carrier-wave characteristics [3], IAB node is regarded as a mobile terminal (MT) when it transmits in the uplink slot of TDD spectrum for the backhaul link, while only TDD band is defined for IAB. Consequently, IAB cannot be regarded as an example to prove the legality of the transmissions from basestation in FDD uplink spectrum. 
· Higher permitted transmit power in FDD downlink spectrum is important to improve the link budget of R2D transmission, especially considering the limited receive sensitivity of Device 1. Considering the maximum transmit power of the UHF RFID reader can reach 35 dBm EIRP, basestation transmitting in FDD downlink spectrum is the only way to achieve similar or higher transmit power for R2D transmissions.
[bookmark: _Hlk161909627]Proposal 4: The study assumes FDD downlink spectrum for R2D transmissions in D1T1.
CW2D and D2R spectrum
Regarding the spectrum for CW2D transmission in the case of CW inside Topology 1 (Case 1-1/Case 1-2), the external carrier-wave is transmitted by a basestation due to the constraint of being inside Topology 1. Similar to the R2D transmission from basestation, considering both the potential regulation and the higher permitted transmit power, Ambient IoT basestation is recommended to transmit carrier-wave in FDD downlink spectrum, which is Case 1-1. 
Regarding the spectrum for CW2D transmission in the case of CW outside Topology 1 (Case 1-4), carrier-wave node outside Topology 1 is introduced to transmit carrier-wave in uplink spectrum. Correspondingly, the basestation also receives backscattered signal in the uplink spectrum, which benefits its implementation from the perspective of hardware being reused for the uplink receiver. 
For Device 1 and Device 2a without a large frequency shifter, the D2R transmission is assumed be in the same carrier as CW2D. With this assumption, the D2R transmission in Case 1-1 is transmitted in the DL spectrum, which, although is not covered in existing regulations, would not cause interference to the other transmissions in the DL spectrum due to the low transmit power of the D2R backscattered transmissions. As discussed in [4], it is suggested to de-prioritized the evaluations for Device 2a with a large frequency shifter, due to the uncertain applicability of the frequency shifter.
[bookmark: _Hlk165631785]Proposal 5: In D1T1, the study assumes the following spectrum for both CW2D and D2R transmission.
· D1T1-A: DL spectrum (Case 1-1)
· D1T1-B: UL spectrum (Case 1-4)
CW distribution
In D1T1-B, the distribution of CW node can be more flexible, and depending on the practical solutions for dedicated scenarios. For example, co-site deployment can be applied between CW node and basestation in the case of sufficient link budget for D2R, while denser deployment can be applied for CW node to achieve higher “CW received power [1E5]” at device in the case of compensating insufficient link budget or achieving higher data rate for D2R. Consequently, it would be better to report the corresponding assumption by companies according to the corresponding preference on detailed deployment.
[bookmark: _Hlk165631813]Proposal 6: In D1T1-B, the CW distribution is reported by companies.
Deployment scenario 2 with Topology 2
R2D spectrum
Regarding the spectrum for R2D transmission in D2T2, it is safer to assume that the intermediate UE transmits in uplink spectrum from the view of regulations.  To support a R2D receiver both in downlink spectrum for D1T1 and in uplink spectrum for D2T2, the multi-band capability of Ambient IoT devices has to be addressed. In our paper on the characteristics of external carrier-wave [3], it has been observed that there can be a modest impact on device power consumption and complexity to support a broadband or dual-band antenna even by Device 1. It is hence our view that an Ambient IoT device, even device 1, is capable of handling R2D reception in both the downlink and uplink spectrum to cater to both D1T1 and D2T2 respectively.
[bookmark: _Hlk161909640]Proposal 7: The study assumes uplink spectrum for the R2D transmission in D2T2.
CW2D and D2R spectrum
Regarding the spectrum for CW2D transmissions in the case of the CW node being inside Topology 2 (Case 2-2), it is natural for the intermediate UE to transmit carrier-wave in uplink spectrum, considering the existing spectrum regulations.
Regarding the spectrum for CW2D transmissions in the case of the CW node being outside Topology 2 (Case 2-3/Case 2-4), an additional node outside Topology 2 is introduced to transmit the carrier-wave. Considering that the carrier-wave is transmitted in uplink spectrum for Case 2-2, it is reasonable and beneficial to reuse the uplink receiver implementation of the intermediate UE for both cases where the carrier-wave node is inside and outside the topology. Consequently, the carrier-wave node is recommended to also transmit carrier-wave in uplink spectrum. If the external carrier-wave is assumed to be transmitted in downlink spectrum for CW outside Topology 2, as is in Case 2-3, the intermediate UE has to support a different D2R receiver implementation in uplink spectrum for Case 2-2 and in downlink spectrum for Case 2-3, respectively. This would increase the complexity of the intermediate UE, which is not favorable.
[bookmark: _Hlk161086885][bookmark: _Hlk165631845]Proposal 8: The study assumes UL spectrum for both CW2D and D2R transmission in both D2T2-A and D2T2-B.
Regarding the spectrum for D2R transmissions in D2T2-C, from the perspective of regulations, it is unsuitable to assume the Ambient IoT device to transmit in the FDD DL spectrum. As UL spectrum is assumed for the D2R transmission in D2T2-A and D2T2-B, the D2R transmission in UL spectrum is also beneficial for the harmonized design of the D2R receiver for all the devices.
[bookmark: _Hlk165631851]Proposal 9: The study assumes UL spectrum for the D2R transmission in D2T2-C.
Intermediate UE dropping
Regarding the intermediate UE dropping in D2T2, it is recommended to assume uniform distribution with e.g. 10 m or 20 m. For a small distance of e.g. 10 m between two adjacent intermediate UEs, continuous coverage can be achieved. For a relatively large distance of e.g. 20 m, discontinuous coverage is expected, where each intermediate UE only needs to communicates with the devices within its effective coverage.
[bookmark: _Hlk165631861]Proposal 10: The intermediate UEs are assumed to be deployed following uniform distribution with e.g. 10 m /20 m distance between every two adjacent intermediate UEs.
Device involved in the evaluations
[bookmark: _Hlk165407309]To determine which devices are involved in the evaluations for D2T2, the maximum distance supported by an intermediate UE can be obtained by the link budget calculation firstly. Then the devices within the calculated maximum distance from each intermediate UE will be involved in the evaluations. In other words, the devices out of the coverage of all the intermediate UEs will not be involved in the evaluations.
[bookmark: _Hlk165631869]Proposal 11: The devices within the calculated maximum distance, which is obtained by the corresponding link budget calculation, from each intermediate UE will be involved in the evaluations.
CW distribution
In D2T2-B, the CW distribution can be flexible, which may or may not share the same layout of intermediate UE. It can highly depend on the CW cancellation capability and receiver sensitivity of the intermediate UE. For example, for the intermediate UE with lower CW cancellation capability, larger distance between the UE and the CW node can obtain more spatial isolation, which correspondingly requires less CW interference suppression at the UE. It is recommended to report the CW distribution by companies according to the corresponding understanding on the capability and deployment of the intermediate UE.
[bookmark: _Hlk165631875]Proposal 12: In D2T2-B, the CW distribution is reported by companies.
Link budget calculation
In the RAN1#116bis meeting, a framework of the link budget template for link budget calculation was agreed, while the basic assumptions for part of the parameters were also agreed. This section firstly discusses about the remaining point about the framework of the link budget template. The basic assumptions for those parameters to be further studied are discussed 
Link budget template
In the RAN1#116bis meeting, a framework of the link budget template for coverage evaluation was agreed, with the following parameters to be further checked.
· Ambient IoT on-object antenna penalty
· Cable, connector, combiner, body losses, etc.
· RF CBW
Regarding the “Ambient IoT on-object antenna penalty”, referring to the UHF RFID tag, the material properties of the tagged objects is usually considered in the tag antenna design. For example, there is specific anti-metal antenna for the tag to be attached to metal objects, which ensures appropriate antenna gain [5]. In other words, there is no need to calculate the “on-object antenna penalty” (1J) in addition to the device antenna gain.
[bookmark: _Hlk165631882]Proposal 13: Remove the “Ambient IoT on-object antenna penalty” in the row of [1J] and [2H] in the link budget template.
Regarding the “Cable, connector, combiner, body losses, etc.”, it refers to the insertion loss caused by the component(s) between the interface of RF-front and antenna. For R2D and D2R link, the corresponding loss is considered as follows.
· For indoor basestation, the antenna is usually directly connected to the pico-remote-radio-unit (pRRU), which is different from the case of a cable being used for the connection between the antenna and RRU for outdoor macro-BS. The cable / connector / combiner loss can be neglected for indoor basestation. As ceiling installation is assumed for the pRRU, there is also no body loss. Consequently, the “Cable, connector, combiner, body losses, etc.” can be set to 0 dB for indoor basestation.
· For intermediate UE, referring to the corresponding assumption in the link budget calculation for LP-WUS, it can be set to 1 dB.
· For Ambient IoT device, the antenna is directly welded to the chip, whose insertion loss can be neglected. For the inventory in factories or warehouses, body loss also does not need to be considered. In this case, the “Cable, connector, combiner, body losses, etc.” can be set to 0 dB. If Ambient IoT device is used for the command use cases in some personal applications, an optional value of 1 dB can be considered for the body loss.
[bookmark: _Hlk165631890]Proposal 14: Include the “Cable, connector, combiner, body losses, etc.” in the row of [1N] and [2X] in the link budget template, with the follow assumptions.
· For indoor basestation, it is set to 0 dB.
· For intermediate UE, it is set to 1 dB.
· For Ambient IoT device, it is set to 0 dB (M) with 1 dB (O).
Regarding the “RF CBW”, it will not be used in the methodology of both Budget-Alt1 and Budget-Alt2.
· For RF-ED receiver, the receiver sensitivity will be reported, without using any bandwidth for the calculation.
· For other receivers, the occupied bandwidth of baseband signal is used for the calculation of noise power, and no need of the RF CBW.
[bookmark: _Hlk165631897]Proposal 15: Remove the “RF CBW” in the row of [2B1] in the link budget template.
[bookmark: _Hlk162637452]Pathloss model and shadow fading margin
For the coverage evaluation of R2D and D2R links, it has been agreed that InF-DH NLOS channel and InF-DL NLOS / InH-Office LOS channel is used in D1T1 and D2T2, respectively.
	(Copied from R1-2403663 [2])
Agreement
For D1T1,
· InF-DH NLOS model defined in TR38.901 is used for D2R and R2D links as pathloss model in coverage evaluation.
For D2T2,
· InF-DL and InH-Office model defined in TR38.901is used as pathloss model in coverage evaluation,
· NLOS for D2R and R2D links if InF-DL is used
· LOS for D2R and R2D links if InH-Office is used


Regarding the InF-DH NLOS channel model, the shadow fading STD is 4 dB [6], which can be used as the shadow fading margin for the corresponding link budget calculation. Similarly, the shadow fading margin for the InF-DL NLOS and InH-Office LOS channel can be set to 7.2 dB and 3 dB, respectively.
[bookmark: _Hlk165631919]Proposal 16: The shadow fading margin in row [3A] corresponding to the InF-DH NLOS, InF-DL NLOS, and InH-Office LOS channel model can be set to 4 dB, 7.2 dB, and 3 dB, respectively.
For the coverage evaluation of scenarios ‘B’, the CW received power is agreed to be derived by e.g. CW2D distance. The pathloss corresponding to the CW2D distance needs to be calculated according to a certain pathloss model.
	[bookmark: _Hlk161908370](Copied from R1-2403663 [2])
Agreement
For coverage evaluation purpose, 
· For scenarios ‘A1’ and ‘A2’,
· The Device Tx Power is calculated by assuming CW2D pathloss = D2R pathloss.
· For scenarios ‘B’,
· The Device Tx Power is calculated by CW received power which can be derived by at least CW2D distance (m) value. 
· FFS: CW2D distance (m) value(s)


For D1T1-B, the CW nodes are expected to be deployed with similar or even the same density as basestation, so as to reduce the deployment and maintenance cost. On this basis, the same pathloss model as R2D and D2R link can be used for the calculation of the path loss corresponding to the CW2D distance.
[bookmark: _Hlk165631927]Proposal 17: For D1T1-B, InF-DH NLOS channel model is used for the calculation of the path loss corresponding to the CW2D distance, with a shadow fading margin of 4 dB.
For D2T2-B, considering the relatively limited receiver capability of intermediate UE, smaller distance between the CW node and device can help improve the D2R link budget. LOS channel is more suitable for the case.
[bookmark: _Hlk165631933]Proposal 18: For D2T2-B, InF-DL LOS or InH-Office LOS channel model can be used for the calculation of the path loss corresponding to the CW2D distance, if InF-DL or InH-Office channel model is used for R2D and D2R link, respectively. The corresponding shadow fading margin is 4 dB and 3 dB, respectively.
CW interference modeling
For ‘A2’ scenarios, it is agreed that the CW cancellation capability value is reported for link budget analysis, instead of modelling the digital baseband processing of CW self-interference handling in link level simulation.
	(Copied from R1-2403663 [2])
Agreement
For coverage evaluation, subject to further discussion on which scenarios to evaluate, 
· In the case of CW inside topology with ’A2’ scenarios
· The digital baseband processing of CW self-interference handling is not modelled in link level simulation (LLS). It is included in the link budget analysis by reporting the CW cancellation capability value.
· FFS: In the case of CW outside topology with ‘B’ scenarios or CW inside topology with ’A1’ scenarios


As analyzed in our paper on the CW characteristics [3], the overall CW suppression scheme generally includes the following three parts.
· Spatial isolation (e.g. 57.5 dB for a CW2D distance of 20 m, assuming free-space propagation) in the ‘A1’ and ‘B’ scenarios, or hardware isolation (e.g., 40-60 dB suppression by circulator or directional coupler) in the ‘A2’ scenarios
· RF interference cancellation by e.g. hypothesis testing based reconstructing-then-subtracting processing
· Digital interference suppression by high-pass filtering, and may also including MMSE-IRC processing for spatial filtering
From the above, the difference between the CW self-interference handling in the ‘A2’ scenarios and the CW interference suppression in the ‘A1’ and ‘B’ scenarios is only the first step. As the spatial isolation between the CW emitter and the D2R receiver can be conveniently calculated according to the distance between them, the CW cancellation capability is also be able to be derived for the ‘A1’ and ‘B’ scenarios. On this basis, it is recommended to reuse CW interference modeling of the ‘A2’ scenarios for the ‘A1’ and ‘B’ scenarios.
[bookmark: _Hlk165631939]Proposal 19: For coverage evaluation, the CW interference modeling for the ‘A1’ and ‘B’ scenarios reuses that for the ‘A2’ scenarios.
According to the analysis in our paper on carrier-wave characteristics [3], the CW cancellation capability can reach around 150 dB, which may consist of the spatial isolation of 57 dB, RF interference cancellation of 10 dB, and baseband interference suppression (e.g., high-pass filter, MMSE-IRC) of 80~90 dB. For smaller distance between the CW emitter and the D2R receiver or less filtering capability, the CW interference cancellation capability will correspondingly become lower. For evaluation purpose, it is recommended to report the capability by companies from a pre-defined set of e.g. {130, 140, 150} dB, which can be used for all the scenarios.
Proposal 20: The candidate values for “CW cancellation” can be reported from the set of {130, 140, 150}, which can be used for all the scenarios.
According to the CW transmit power and the CW cancellation in the link budget template, the remaining CW interference can be calculated with the following formula.

Assuming the remaining CW interference as part of the noise, the corresponding receiver sensitivity loss can be calculated by the following formula.

Finally, the D2R receiver sensitivity is calculated by the following formula.

[bookmark: _Hlk165631947]Proposal 21: For D2R link budget calculation, the Remaining CW interference (2K1) can be calculated by the following formula.

Proposal 22: For D2R link budget calculation, the Receiver sensitivity loss (2K2) can be calculated by the following formula.

Proposal 23: For D2R link budget calculation, the Receiver Sensitivity (2L) can be calculated by the following formula.

[bookmark: _Hlk165631956]
Total Tx power for R2D
The maximum transmit power of a micro-BS is 38 dBm, without considering antenna gain [7]. As a reference, the UHF RFID reader can transmit with 35 dBm EIRP, according to the ISM band regulation [8]. From the view of better coverage than UHF RFID, it is reasonable to assume the transmit power of Ambient IoT basestation to be comparable to or higher than that of the RFID reader. In other words, a transmit power of 35 dBm EIRP can be used as baseline for Ambient IoT basestation, which consists of e.g. 33 dBm transmit power and 2 dBi antenna gain. The maximum transmit power of 38 dBm for micro-BS can also be considered as an optional for the reference of extreme coverage. Regarding the smaller candidate value, the transmit power of 26 dBm is preferred.
[bookmark: _Hlk165631962]Proposal 24: The transmit power of an indoor Ambient IoT BS is assumed to be 33 dBm (M), 26 dBm (M), and 38 dBm (O).
The maximum transmit power of a normal NR UE is 23 dBm in the FR1 FDD spectrum. The antenna gain can be assumed to be 0 dBi, according to the typical UE antenna gain modelling [9]. For the intermediate UE in Topology 2, the transmit power of 23 dBm can be used as baseline. It is not precluded that higher transmit power can be used for the intermediate UE in a certain special form (e.g., CPE). A transmit power of 26 dBm can also be included as optional.
[bookmark: _Hlk165631969]Proposal 25: The transmit power of an intermediate UE in D2T2 is assumed to be 23 dBm (M) and 26 dBm (O).
Total Tx power for D2R
[bookmark: _Hlk165316003]Regarding the total Tx power [1E] of the D2R link, there can be different values for different devices.
· For Device 1, it can be calculated as the difference of the CW received power [1E5] and the Ambient IoT backscatter loss [1H].
· For Device 2a, it can be calculated as the sum of the CW received power [1E5] and the Ambient IoT backscatter amplifier gain [1K].
· For Device 2b, as discussed in our paper on device architecture [4], the maximum transmit power can be assumed to be -20 dBm or -10 dBm. Assuming a PAE of e.g. 20%, the -20 dBm and -10 dBm of power amplifier corresponds to a power consumption of 50 µW and 500 µW, respectively. Considering the constrained peak power consumption of few 100 µW, it is recommended to use ‑20 dBm as the baseline for the maximum transmit power of Device 2b.
[bookmark: _Hlk165631977]Proposal 26: In the D2R link budget calculation, different assumptions of the Total Tx power [1E] is used for different devices.
· For Device 1: CW received power [1E5] - Ambient IoT backscatter loss [1H].
· For Device 2a: CW received power [1E5] + Ambient IoT backscatter amplifier gain [1K].
· For Device 2b: -20 dBm [M], -10 dBm [O]
To calculate the CW received power [1E5] for Device 1 and Device 2a, proper values have to be assumed for the CW transmit power [1E1]. The assumptions for the Total Tx power [1E] of the R2D link can be reused for the CW transmit power.
[bookmark: _Hlk165631983]Proposal 27: The CW received power [1E5] is calculated as
CW received power [1E5] = CW Tx power [1E1] + CW Tx antenna gain [1E2] - CW2D pathloss [1E4]
Proposal 28: Candidates of CW Tx power [1E1] reuses the assumptions of Total Tx power [1E] in R2D.
The backscatter loss of Device 1 is discussed in our device architecture paper [4]. Theoretically, a reflection loss of -6 dB or 0 dB can be assumed for OOK or BPSK, respectively. Referring to the existing UHF RFID tag, a typical backscatter loss of ~8 dB is observed for OOK [10][11]. It is mainly because that part of the received energy from external carrier-wave has to be absorbed to power the RFID tag. In contrast, Device 1 can work with the pre-stored energy during backscattering, which makes it possible to approach the theoretical backscatter loss. On this basis, it is recommended to assume -6 dB or 0 dB backscatter loss for OOK or BPSK, respectively.
[bookmark: _Hlk162637547]Proposal 29: The reflection loss of Device 1 is assumed to be -6 dB or 0 dB for OOK or BPSK, respectively.
Transmission/reception Bandwidth
Regarding the D2R transmission bandwidth used for the evaluated channel, there exists relationship between the bandwidth and the data rate for the D2R transmission. Given a transmission bandwidth and the assumptions for the parameters of PDRCH, the corresponding data rate can be calculated. For example, assuming 15 kHz double side-band (DSB) bandwidth for the D2R transmission, the data rate of PDRCH is ~156 bps, with the following assumptions for the parameters of PDRCH.
· Modulation: OOK
· Line code: Manchester code
· FEC: Convolutional code with 1/3 code rate
· Repetitions: 8 repetitions
To better understand the conditions for achieving the calculated link budget, the corresponding data rate can be reported together with the transmission bandwidth used for the evaluated channel.
[bookmark: _Hlk165632005]Proposal 30: Data rate can be reported together with the transmission bandwidth used for the evaluated D2R channel.
For either backscattering or active transmission, the D2R total transmit power is low (e.g., ≤-10 dBm) for Ambient IoT device. In the worst coverage, a transmission with narrower bandwidth generally enjoys higher spectrum efficiency in the case of low transmit power. Consequently, sub-PRB transmission is recommended for the D2R transmission with low SNR. The smallest transmission bandwidth can be assumed to e.g. 15 kHz, which is proposed to be used as the baseline for the coverage evaluation. For the potential higher reference data rate, larger transmission bandwidth (e.g., 180 kHz) can also be assumed as optional.
[bookmark: _Hlk165632011]Proposal 31: The D2R transmission bandwidth used for the evaluated channel is assumed to be 15 kHz (M) or 180 kHz (O).
Regarding the reception bandwidth used for the evaluated channel, R2D and D2R link can be discussed separately.
· For R2D link, the information of reception bandwidth is unnecessary for the RF-ED receiver, as the receiver sensitivity is reported. For IF-ED and ZIF receiver, the baseband is centered at DC after IF or baseband envelope detection. In this case, the cut-off frequency of the low-pass filter can be set to the same as the R2D transmission bandwidth. In other words, the reception bandwidth equals the transmission bandwidth used for the evaluated channel.
· For D2R link, either the large SFO for all the devices and the CFO for Device 2b causes the spectrum extension or shifting for D2R transmissions. Guard band is needed to avoid non-negligible leaked interference to adjacent channels. At the D2R receiver, low-pass filter will be used to suppress the unwanted noise and interference for the following baseband processing.  The cut-off frequency of the low-pass filter can be set to the transmission bandwidth plus the guard band, which is the D2R occupied bandwidth. 
[bookmark: _Hlk165632017]Proposal 32: The reception bandwidth used for the evaluated channel is assumed to be set as follows.
· For R2D link, the reception bandwidth equals the transmission bandwidth used for the evaluated channel
· For D2R link, the reception bandwidth equals the occupied bandwidth used for the evaluated channel
Device antenna gain
Though the size of Ambient IoT device is expected to be much smaller than a conventional 3GPP UE, the antenna size can be similar between them, considering there is usually quite limited room for the multiple antennas for different frequency bands in e.g. a cellphone. It is even more convenient to optimize the antenna design for Ambient IoT device due to its compact implementation structure. Consequently, the antenna gain of an Ambient IoT device can be assumed to be at least the same as a conventional 3GPP UE.
[bookmark: _Hlk165632024]Proposal 33: The antenna gain of Ambient IoT device is assumed to be 0 dBi.
Receiver sensitivity 
In the RAN1#116bis meeting, it has been agreed that the receiver sensitivity of Device 1 is derived by a predefined threshold. As discussed in our paper on device architecture [4], it is also suitable to follow the same way for Device 2a/2b with RF-ED receiver.
	(Copied from R1-2403663 [2])
Agreement
For R2D link in the coverage evaluation, for device 1
· Budget-Alt1 is used (note: receiver architecture is RF ED)
For D2R link in the coverage evaluation,
· Budget-Alt2 is used.


As studied in [12], the receiver sensitivity of Device 1 can reach -40 dBm. Considering the device conformance may not be good for such ultra-low power device, a receiver sensitivity of -36 dBm can be used for link budget calculation, which reserves 4 dB margin. For Device 2 with RF-ED receiver, which introduces RF and / or baseband amplifier for better link performance, the receiver sensitivity can reach ‑46 dBm with power consumption at 10 µW-level [13][14]. With much higher power consumption than Device 1, it should be safe to directly use -46 dBm for the link budget calculation.
[bookmark: _Hlk162637564][bookmark: _Hlk161909772]Proposal 34: For Device 1, Budget-Alt1 is recommended for the evaluation of the receiver sensitivity, which is assumed to be e.g. -36 dBm.
Proposal 35: For Device 2 with RF-ED receiver, Budget-Alt1 is recommended for the evaluation of the receiver sensitivity, which is assumed to be e.g. -46 dBm.
Regarding Device 2 with IF-ED or ZIF receiver, the assumptions on the receiver capability of NR LP-WUR can be referred. For LP-WUS coverage evaluation, the options for the noise figure of LP-WUR are 9 / 12 / 15 / 18 / 21 / 24 dB, which does not preclude other values reported by companies [15]. For Device 2, the requirement on the receiver hardware may be further relaxed, considering that the required link budget for indoor coverage (e.g., maximum 50 m range) is probably lower than that for LP-WUR. Consequently, a higher noise figure can be assumed for Device 2 with IF-ED or ZIF receiver comparing to LP-WUR, which is assumed to be 24 dB or higher. For example, a noise figure of 24 dB or [30] dB can be used for Device 2b receiver in the coverage evaluations.
[bookmark: _Hlk162637571]Proposal 36: For Device 2 with IF-ED or ZIF receiver, Budget-Alt2 is recommended for the evaluation of the receiver sensitivity, which can be calculated based on a noise figure of 24 dB or [30] dB.
Link level simulation assumptions for coverage evaluations
According to the email discussions after the RAN1#116bis meeting, a table of link-level simulation assumptions is considered as the start point for the following study. The remaining points in the table are discussed in this section.
	(Copied from “[Post-116bis-AIoT] Email discussion on Ambient IoT evaluation assumptions”)
Agreement
The following table of coverage evaluation assumptions in link level simulation is considered as start point.
-  Other values/options are not precluded and subject to future discussion.
Table: Coverage evaluation assumptions
	Parameters
	Assumptions

	R2D/D2R common parameters

	Carrier frequency
	Refer to link budget template

	SCS
	15 kHz as baseline

	Block structure
	Preamble + payload + CRC, to be reported by companies
Blocks as agreed in 9.4.2.3, or other blocks reported by companies

	Channel model
	<Editor’s Note: Refer to Proposals in section 3.5.3 will be updated according to the agreements made for channel model>

	Delay spread
	[30, 150] ns 

	Device velocity
	3 km/h

	Number of Tx/Rx chains for Ambient IoT device
	1

	BS
	Number of antenna elements
	[2 or 4] 2 or 4

	
	Number of TXRUs
	[2 or 4] 2 or 4

	Intermediate UE
	Number of antenna elements
	[1 or 2] 1 or 2

	
	Number of TXRUs
	[1 or 2] 1 or 2

	Reference data rate
	[0.1, 1, 5] kbps

	Message size
	· D2R:  
· [FFS: 16, 96, 400 bits]
· R2D: 
· [FFS: 16, 32, 64, 400bits]

	BLER target
	1%, 10%

	Sampling frequency
	<Editor’s Note: Refer to Proposals in section 3.5.3 will be updated according to the agreements made for channel model Sampling frequency >

	Device 1/2a/2b
	Options are as follows,
-          Device 1, RF-ED
-          Device 2a, RF-ED
-          Device 2b, RF-ED/IF-ED/ZIF
 
<Editor’s Note: will be updated according to agreements from 9.4.1.2> 

	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	FFS: RF-ED bandwidth
	[X MHz]

	FFS: BB LPF
	[X]-order Butterworth filter with cutoff frequency at [Y] kHz

	Waveform
	OOK waveform generated by OFDM modulator

	Modulation
	OOK
Companies to report, e.g., OOK-1, OOK-4 with M chips per OFDM symbol

	Line code
	Companies to report, e.g., Manchester, PIE

	FEC
	No FEC as baseline

	ADC bit width
	1-bit for device 1
4-bit for device 2

	Detection/decoding method for Line code
	Companies to report

	D2R specific parameters

	Transmission bandwidth
(w.r.t. D2R data rate)
	15 kHz as baseline
For Device 1 and 2a, 15 kHz as baseline 
For Device 2b, [180] kHz as baseline
[FFS: 15kHz, 180kHz]

	Waveform (CW)
	Companies to report waveform, e.g., unmodulated single tone, multi-tone(multiple unmodulated single tone)

	Modulation
	Companies to report modulation, e.g., OOK, BPSK, BFSK

	Line code
	Companies to report, e.g., Manchester encoding, FM0 encoding, Miller encoding, no line coding

	FEC
	Companies to report, e.g., CC, No FEC

	ADC bit width
	Companies to report, e.g., 11-bit

	D2R receiver 
	FFS: Reader receiver, e.g., coherent receiver / non-coherent receiver

	Other assumptions

	Other assumptions
	To be reported by company

	Note: 
 -           Companies to report required SINR according to BLER target.





Delay spread of the multi-path channel model
It has been agreed that the TDL-A and TDL-D channel model will be used for the link-level simulation corresponding to the InF and InH-Office scenario, respectively. The delay spread for each case is to be further studied.
	(Copied from R1-2403663 [2])
Agreement
In the link level simulation, considering the following channel model,
· For D1T1, TDL-A channel model is used for R2D link and for D2R link for InF-DH scenario.
· For D2T2, 
· TDL-A channel model is used for R2D link and for D2R link if InF scenario is considered
· TDL-D channel model is used for R2D link and for D2R link if InH-Office scenario is considered
· FFS delay spread for each case.


[bookmark: _Hlk161827476]Regarding the RMS delay spread for the TDL-A channel model, section 7.7.3 of TR 38.901 suggests that the median RMS delay spread of a scenario can correspond to a “normal-delay” NLOS profile of that scenario. In section 7.8.4 of TR 38.901, calibration results in [16] for indoor factory scenarios were collected, where the median RMS delay spread of ‘scenario 4’, being InF-DH, is 143 ns for FR1 spectrum. Consequently, the TDL-A channel model with an RMS delay spread of 150 ns, which approaches 143 ns, can be used for the link-level simulations.
[bookmark: _Hlk161909692]Proposal 37: An RMS delay spread of 150 ns is recommended for the TDL-A channel model.
Regarding the RMS delay spread for the TDL-D channel model, section 7.7.3 of TR 38.901 suggests that the "short-delay profile" corresponds to the median RMS delay spread for LOS scenarios, which is 20 ns at low frequency for the indoor office scenarios. Consequently, the TDL-D channel model with an RMS delay spread of 20 ns can be used for the link-level simulations.
[bookmark: _Hlk161909695]Proposal 38: An RMS delay spread of 20 ns is recommended for the TDL-D channel model.
Reference data rate
In 3GPP, the maximum communication distance is usually evaluated at a certain minimum data rate. According to the Rel-18 TR [1], the minimum data rate should be no less than 0.1 kbps for both downlink and uplink for Ambient IoT. Accordingly, the data rate of 0.1 kbps can be regarded as the baseline for the link level simulations of both R2D and D2R link.
Considering there may be some use cases requiring higher minimum data rate, a 10 times higher data rate of 1 kbps can be evaluated as optional to provide a reference.
[bookmark: _Hlk165632069][bookmark: _Hlk161909717]Proposal 39: Link-level simulations assumes 0.1 kbps data rate [M] and 1 kbps [O] for the coverage evaluations of both R2D and D2R link.
Message size
The link-level simulation usually also needs to determine the message size to be used. According to the corresponding KPI in [17], the typical message size is 96 / 256 bits for inventory, while <100 Bytes for indoor command. 
· For inventory, it is proposed to assume a message size of 96 bits for the link-level simulation, which is commonly used in the RFID applications.
· For command, a message size of several hundred bits (e.g. 400 bits) can be assumed for the link-level simulation, so as to observe the link performance under relatively large message size.
As there exists numbers of small messages in both R2D and D2R link during the access procedure, it is also recommended to include a small message size e.g. 16 bits in the link-level simulation.
[bookmark: _Hlk161909724]Proposal 40: The message size used in the link-level simulation is assumed to be [16, 96, 400] bits for both R2D and D2R link.
LPF/ED Bandwidth
To suppress the high frequency components generated during envelope detection, a low-pass filter is usually introduced following the RF envelope detector. For Device 1, a low-pass filter consisting of passive components can be used, so as to avoid additional power consumption. For example, the corresponding frequency response of a 3rd-order RC (resistor / capacitor) filter is shown in Figure 1. It is seen that a cut-off frequency of e.g. 100 kHz is feasible for the passive RC filter, and a 3rd-order or 5th-order low-pass RC filter is expected to provide sufficient frequency selectivity. Considering the baseband signal is exactly centered at DC after envelope detection, the cut-off frequency of the low-pass filter can be set according to the transmission bandwidth of the R2D transmission. 
[image: C:\Users\w00468695\AppData\Roaming\eSpace_Desktop\UserData\w00468695\imagefiles\C507208C-B62D-42B2-ADB5-40DB1E189B0F.png]
Figure 1: Low-pass filtering by a 3rd-order RC filter
[bookmark: _Hlk165632099]Proposal 41: The LPF bandwidth for the R2D receiver at device is set according to the transmission bandwidth of the R2D transmission.
As Budget-Alt1 is used to determine the receiver sensitivity of Ambient IoT device with RF-ED, the link-level simulation for R2D link is mainly for the relative performance comparison between different designs for a certain blocks (e.g., R2D line code). For the convenience of simulation, there is no need to accurately model the RF envelope detection. Instead, it can be sufficient to model the envelope detection with a bandwidth of e.g. 1.92 MHz, which equals the sampling frequency for digital baseband processing.
[bookmark: _Hlk165632104]Proposal 42: The ED bandwidth is set to 1.92 MHz for the link-level simulation of the R2D link.
Sampling frequency offset
As discussed in our paper on device architecture, the clock frequency of device is required to be sufficiently low to reach required power consumption, as the power consumption of digital baseband processing is proportional to the clock frequency. As a reference, the clock frequency in an RFID tag is usually no higher than 1.92 MHz [18][19]. It is recommended to assume a sampling frequency of 1.92 MHz for the R2D receiver at device. Regarding basestation or intermediate UE, there is no need to add such constraint.
[bookmark: _Hlk165632110]Proposal 43: The sampling frequency is assumed to be 1.92 MHz for the R2D receiver.
The non-negligible sampling frequency offset of Ambient IoT device leads to continuously accumulated timing drift during transmitting or receiving. As discussed in [4], the SFO of Device 1 can be as large as 105 ppm, which leads to additional timing drift up to 10 µs every 100 µs. Considering the potential µs or 10 µs level chip length for R2D or D2R transmission, the impact of SFO cannot be simply modeled as an initial timing offset. It is recommended to model the impact of SFO (Fe) by the continuously accumulated timing drift (∆T) over a time (T), which can be expressed as ∆T = Fe × T.
[bookmark: _Hlk161909732]Proposal 44: The SFO can be modelled as continuously accumulated timing drift of ∆T = Fe × T in the link-level simulations, with the number of Fe set to a random selection from {-105 ppm, 105 ppm} per transmission.
Physical layer parameters
In the study phase, there may be multiple candidates for some parameters. For example, either OOK or BPSK can be used for a D2R transmission. Considering the huge workload of simulating all the possible combinations, companies can report their assumptions on those parameters for the link-level simulations, which should be within the set of agreed candidates corresponding to each parameter.
[bookmark: _Hlk161909747]Proposal 45: Companies report the assumptions on the parameters of the physical layers to be evaluated in link-level simulations, which should be within the set of agreed candidates corresponding to each parameter.
Summary of assumptions for link level simulation
Based on above discussions, the necessary assumptions for link-level simulation are summarized in the Table 1.
Table 1: Assumptions for link-level simulation
	Parameters
	Assumptions

	R2D/D2R common parameters

	Carrier frequency
	Refer to link budget template

	SCS
	15 kHz as baseline

	Block structure
	Blocks as agreed in 9.4.2.3, or other blocks reported by companies

	Channel model
	TDL-A, TDL-D

	Delay spread
	150 ns for TDL-A, 20 ns for TDL-D

	Device velocity
	3 km/h

	Number of Tx/Rx chains for Ambient IoT device
	1

	BS
	Number of antenna elements
	2 or 4

	
	Number of TXRUs
	2 or 4

	Intermediate UE
	Number of antenna elements
	1 or 2

	
	Number of TXRUs
	1 or 2

	Reference data rate
	[0.1, 1] kbps

	Message size
	D2R: 16, 96, 400 bits
R2D: 16, 96, 400bits

	BLER target
	1%, 10%

	Sampling frequency
	1.92 MHz for R2D

	Device 1/2a/2b
	Device 1, RF-ED
Device 2a, RF-ED
Device 2b, RF-ED/IF-ED/ZIF 

	R2D specific parameters

	Transmission bandwidth
	180 kHz as baseline

	ED bandwidth
	1.92 MHz

	BB LPF
	[3, 5]-order RC filter with cutoff frequency at half of the transmission bandwidth

	Waveform
	OOK waveform generated by OFDM modulator

	Modulation
	OOK
Companies to report, e.g., OOK-1, OOK-4 with M chips per OFDM symbol

	Line code
	Companies to report, e.g., Manchester, PIE

	FEC
	No FEC as baseline

	ADC bit width
	1-bit for device 1
4-bit for device 2

	Detection/decoding method for Line code
	Companies to report

	D2R specific parameters

	Transmission bandwidth
(w.r.t. D2R data rate)
	15kHz (M), 180kHz (O)

	Waveform (CW)
	Companies to report waveform, e.g., unmodulated single tone, multiple unmodulated single tone

	Modulation
	Companies to report modulation, e.g., OOK, BPSK

	Line code
	Companies to report, e.g., Manchester encoding, FM0 encoding, Miller encoding, no line coding

	FEC
	Companies to report, e.g., CC, No FEC

	ADC bit width
	Companies to report, e.g., 11-bit

	D2R receiver 
	Coherent receiver

	Other assumptions

	Other assumptions
	To be reported by company

	Note: 
 -           Companies to report required SINR according to BLER target.


[bookmark: _Hlk161909752]Proposal 46: The study uses the assumptions in Table 1 for link-level simulations.
Preliminary coverage evaluation
Based on the assumptions for link-level simulations in Table 2, this section illustrates the link budget calculations for different devices in D1T1.
Table 2: Assumptions for link-level simulation
	Parameters
	Assumptions

	R2D/D2R common parameters

	Carrier frequency
	900 MHz

	SCS
	15 kHz

	Block structure
	Blocks as agreed in 9.4.2.3, or other blocks reported by companies

	Channel model
	TDL-A

	Delay spread
	150 ns

	Device velocity
	3 km/h

	Number of Tx/Rx chains for Ambient IoT device
	1

	BS
	Number of antenna elements
	2

	
	Number of TXRUs
	2

	Intermediate UE
	Number of antenna elements
	N/A

	
	Number of TXRUs
	N/A

	Reference data rate
	0.83 kbps

	Message size
	D2R: 96

	BLER target
	10%

	Sampling frequency
	105 ppm

	Device 1/2a/2b
	Device 1, RF-ED
Device 2a, RF-ED
Device 2b, IF-ED/ZIF

	R2D specific parameters

	Transmission bandwidth
	180 kHz

	FFS: BB LPF
	5-order RC filter with cutoff frequency at 90kHz

	Waveform
	OOK waveform generated by OFDM modulator

	Modulation
	OOK-4 with M = 6

	Line code
	Manchester

	FEC
	No FEC

	ADC bit width
	1-bit for device 1
4-bit for device 2

	Detection/decoding method for Line code
	Companies to report

	D2R specific parameters

	Transmission bandwidth
(w.r.t. D2R data rate)
	15kHz with 0.83kbps

	Waveform (CW)
	Unmodulated single tone

	Modulation
	OOK

	Line code
	Manchester encoding

	FEC
	CC with 1/3 code rate

	ADC bit width
	12-bit

	D2R receiver 
	Coherent receiver

	Other assumptions

	Other assumptions
	To be reported by company

	Note: 
 -           Companies to report required SINR according to BLER target.


Device 1 in D1T1-B
We give our example of the preliminary coverage evaluations on link budget with the above assumptions for Device 1 in D1T1. In the example, balanced link budget is assumed between downlink and uplink. For this purpose, the receiver sensitivity of -121 dBm has to be supported by the uplink receiver of the Ambient IoT BS. The feasibility of the corresponding required SNR of -4.5 dB would be justified by link-level simulations. For lower capability of CW cancellation (e.g., 130 dB) at the D2R receiver, the required SNR threshold also becomes lower (e.g., -14 dB). The assumed received carrier wave signal power depends on the detailed assumptions on e.g. the transmit power of the carrier wave signal and the distance between the carrier wave node and device.
Table 3: Example of link budget calculation for Device 1 in D1T1
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	0A
	Scenario
	D1T1-B
	D1T1-B

	0A1
	CW case
	N/A
	1-4

	0B
	Device 1/2a/2b
	Device 1
	Device 1

	0C
	Center frequency (GHz)
	900MHz
	900MHz

	(1) Transmitter

	1D
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	BS:
· 2
	Device:
· 1

	1E
	Total Tx Power (dBm)
	BS: 
· 33 dBm
	Device 1: 
· -52 dBm

	1E1
	CW Tx power (dBm)
	N/A
	23

	1E2
	CW Tx antenna gain (dBi)
	N/A
	2

	1E3
	CW2D distance (m)
	N/A
	27

	1E4
	CW2D pathloss (dB)
	N/A
	71

	1E5
	CW received power (dBm)
	N/A
	Device 1: 
· -46 dBm

	1F
	Transmission Bandwidth used for the evaluated channel (Hz)
	180 kHz
	15 kHz with 0.83 kbps

	1G
	Tx antenna gain (dBi)
	BS:
· 2 dBi
	Device: 
· 0 dBi

	1H
	Ambient IoT backscatter loss (dB)
Note: due to, e.g., 
· impedance mismatch
· Modulation factor
	N/A
	Device 1: 
· 6 dB for OOK

	1K
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	Device 1: 
· N/A

	1N
	Cable, connector, combiner, body losses, etc. (dB)
	0 dB
	0 dB

	1M
	EIRP (dBm)
	BS: 
· 35 dBm
	Device 1: 
· -52 dBm

	(2) Receiver

	2A
	Number of receive antenna elements / TxRU / chains modelled in LLS
	Device:
· 1
	BS:
· 2

	2B
	Bandwidth used for the evaluated channel (Hz)
	180 kHz
	15 kHz transmission BW + 2x1.5 kHz guard interval

	2C
	Receiver antenna gain (dBi)
	Device: 
· 0 dBi
	BS:
· 2 dBi

	2D
	Receiver Noise Figure (dB)
	N/A
	BS:
· 5 dB

	2E
	Thermal Noise power spectrum density (dBm/Hz)
	N/A
	BS:
· -174 dBm/Hz

	2F
	Noise Power (dBm)
	N/A
	BS:
· -126.4 dBm

	2G
	Required SNR (dB)
	N/A
	BS:
· -4.5 dB

	2J
	Budget-Alt1/ Budget-Alt2
	Budget-Alt1
	Budget-Alt2

	2K
	CW cancellation (dB)
	N/A
	140

	2K1
	Remaining CW interference (dBm)
	N/A
	-117

	2K2
	Receiver sensitivity loss(dB)
	N/A
	-9.9

	2L
	Receiver Sensitivity (dBm)
	Device 1:
· -36 dBm
	BS:
· -121 dBm

	(3) System margins

	3A
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	InF-DH:
· 4 dB
	InF-DH:
· 4 dB

	3B
	Polarization mismatching loss (dB)
	Device:
· 3 dB
	Device:
· 3 dB

	3C
	BS selection/macro-diversity gain (dB)
	0
	0

	3D
	Other gains (dB) (if any please specify)
	0
	0

	(4) MPL / distance

	4A
	MPL (dB)
	64 dB
	64 dB

	4B
	Distance (m)
	27 m
	27 m


Device 2a in D1T1-B
We give our example of the preliminary coverage evaluations on link budget with the above assumptions for Device 2a in D1T1. In the example, the supported distance of both R2D and D2R link can be longer than 50 m.
Table 4: Example of link budget calculation for Device 1 in D1T1
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	0A
	Scenario
	D1T1-B
	D1T1-B

	0A1
	CW case
	N/A
	1-4

	0B
	Device 1/2a/2b
	Device 2a
	Device 2a

	0C
	Center frequency (GHz)
	900MHz
	900MHz

	(1) Transmitter

	1D
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	BS:
· 2
	Device:
· 1

	1E
	Total Tx Power (dBm)
	BS: 
· 33 dBm
	Device 1: 
· -52 dBm

	1E1
	CW Tx power (dBm)
	N/A
	23

	1E2
	CW Tx antenna gain (dBi)
	N/A
	2

	1E3
	CW2D distance (m)
	N/A
	50

	1E4
	CW2D pathloss (dB)
	N/A
	77

	1E5
	CW received power (dBm)
	N/A
	Device 1: 
· -52 dBm

	1F
	Transmission Bandwidth used for the evaluated channel (Hz)
	180 kHz
	15 kHz with 0.83 kbps

	1G
	Tx antenna gain (dBi)
	BS:
· 2 dBi
	Device: 
· 0 dBi

	1H
	Ambient IoT backscatter loss (dB)
Note: due to, e.g., 
· impedance mismatch
· Modulation factor
	N/A
	Device 2a: 
· N/A

	1K
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	Device 2a: 
· 10 dB

	1N
	Cable, connector, combiner, body losses, etc. (dB)
	0 dB
	0 dB

	1M
	EIRP (dBm)
	BS: 
· 35 dBm
	Device 2a: 
· -42 dBm

	(2) Receiver

	2A
	Number of receive antenna elements / TxRU / chains modelled in LLS
	Device:
· 1
	BS:
· 2

	2B
	Bandwidth used for the evaluated channel (Hz)
	180 kHz
	15 kHz transmission BW + 2x1.5 kHz guard interval

	2C
	Receiver antenna gain (dBi)
	Device: 
· 0 dBi
	BS:
· 2 dBi

	2D
	Receiver Noise Figure (dB)
	N/A
	BS:
· 5 dB

	2E
	Thermal Noise power spectrum density (dBm/Hz)
	N/A
	BS:
· -174 dBm/Hz

	2F
	Noise Power (dBm)
	N/A
	BS:
· -126.4 dBm

	2G
	Required SNR (dB)
	N/A
	BS:
· -4.5 dB

	2J
	Budget-Alt1/ Budget-Alt2
	Budget-Alt1
	Budget-Alt2

	2K
	CW cancellation (dB)
	N/A
	140

	2K1
	Remaining CW interference (dBm)
	N/A
	-117

	2K2
	Receiver sensitivity loss(dB)
	N/A
	-9.9

	2L
	Receiver Sensitivity (dBm)
	Device 2a:
· -46 dBm
	BS:
· -121 dBm

	(3) System margins

	3A
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	InF-DH:
· 4 dB
	InF-DH:
· 4 dB

	3B
	Polarization mismatching loss (dB)
	Device:
· 3 dB
	Device:
· 3 dB

	3C
	BS selection/macro-diversity gain (dB)
	0
	0

	3D
	Other gains (dB) (if any please specify)
	0
	0

	(4) MPL / distance

	4A
	MPL (dB)
	74 dB
	74 dB

	4B
	Distance (m)
	>50 m
	>50 m



Device 2b in D1T1-C
We give our example of the preliminary coverage evaluations on link budget with the above assumptions for Device 2b with IF-ED/ZIF receiver in D1T1. In the example, the supported distance of both R2D and D2R link can be much longer than 50 m.
Table 5: Example of link budget calculation for Device 1 in D1T1
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	0A
	Scenario
	D1T1-C
	D1T1-C

	0A1
	CW case
	N/A
	N/A

	0B
	Device 1/2a/2b
	Device 1
	Device 1

	0C
	Center frequency (GHz)
	900MHz
	900MHz

	(1) Transmitter

	1D
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	BS:
· 2
	Device:
· 1

	1E
	Total Tx Power (dBm)
	BS: 
· 33 dBm
	Device 2b: 
· -20 dBm

	1E1
	CW Tx power (dBm)
	N/A
	Device 2b: 
· N/A

	1E2
	CW Tx antenna gain (dBi)
	N/A
	Device 2b: 
· N/A

	1E3
	CW2D distance (m)
	N/A
	Device 2b: 
· N/A

	1E4
	CW2D pathloss (dB)
	N/A
	Device 2b: 
· N/A

	1E5
	CW received power (dBm)
	N/A
	Device 2b: 
· N/A

	1F
	Transmission Bandwidth used for the evaluated channel (Hz)
	180 kHz
	15 kHz with 0.83 kbps

	1G
	Tx antenna gain (dBi)
	BS:
· 2 dBi
	Device: 
· 0 dBi

	1H
	Ambient IoT backscatter loss (dB)
Note: due to, e.g., 
· impedance mismatch
· Modulation factor
	N/A
	Device 2b: 
· N/A

	1K
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	Device 2b: 
· N/A

	1N
	Cable, connector, combiner, body losses, etc. (dB)
	0 dB
	0 dB

	1M
	EIRP (dBm)
	BS: 
· 35 dBm
	Device 1: 
· -20 dBm

	(2) Receiver

	2A
	Number of receive antenna elements / TxRU / chains modelled in LLS
	Device:
· 1
	BS:
· 2

	2B
	Bandwidth used for the evaluated channel (Hz)
	180 kHz
	15 kHz transmission BW + 2x1.5 kHz guard interval

	2C
	Receiver antenna gain (dBi)
	Device: 
· 0 dBi
	BS:
· 2 dBi

	2D
	Receiver Noise Figure (dB)
	24 dB
	BS:
· 5 dB

	2E
	Thermal Noise power spectrum density (dBm/Hz)
	-174 dBm/Hz
	-174 dBm/Hz

	2F
	Noise Power (dBm)
	-97.4 dBm
	BS:
· -126.4 dBm

	2G
	Required SNR (dB)
	17 dB
	BS:
· -4.5 dB

	2J
	Budget-Alt1/ Budget-Alt2
	Budget-Alt2
	Budget-Alt2

	2K
	CW cancellation (dB)
	N/A
	N/A

	2K1
	Remaining CW interference (dBm)
	N/A
	N/A

	2K2
	Receiver sensitivity loss(dB)
	N/A
	N/A

	2L
	Receiver Sensitivity (dBm)
	-80.4 dBm
	BS:
· -130.9 dBm

	(3) System margins

	3A
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	InF-DH:
· 4 dB
	InF-DH:
· 4 dB

	3B
	Polarization mismatching loss (dB)
	Device:
· 3 dB
	Device:
· 3 dB

	3C
	BS selection/macro-diversity gain (dB)
	0
	0

	3D
	Other gains (dB) (if any please specify)
	0
	0

	(4) MPL / distance

	4A
	MPL (dB)
	108.4 dB
	105.9 dB

	4B
	Distance (m)
	>50 m
	>50 m


Conclusions
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Based on the analysis in this contribution, we have the following proposals:
Proposal 1: For an Ambient IoT device, the maximum distance target is the maximum evaluated distance among different scenarios.
Proposal 2: Refine the definition of latency as 
· For inventory use case (for DO-DTT traffic type): Time from the beginning of the query/triggering message transmission from basestation or intermediate node to a device, to the end of the successfully received reported message transmission from the device to basestation or intermediate node.
· For command use case (for DT traffic type): Time from the beginning of the triggering message transmission from basestation or intermediate node to a device, if presented, to the end of the successfully received command message transmission from the basestation or intermediate node to the device.
Note: The successful reception probability is set to 90% for each transmission during the procedure.
Proposal 3: The study does not include the overall latency of the inventory of multiple devices.
Proposal 4: The study assumes FDD downlink spectrum for R2D transmissions in D1T1.
Proposal 5: In D1T1, the study assumes the following spectrum for both CW2D and D2R transmission.
· D1T1-A: DL spectrum (Case 1-1)
· D1T1-B: UL spectrum (Case 1-4)
[bookmark: _GoBack]Proposal 6: In D1T1-B, the CW distribution is reported by companies.
Proposal 7: The study assumes uplink spectrum for the R2D transmission in D2T2.
Proposal 8: The study assumes UL spectrum for both CW2D and D2R transmission in both D2T2-A and D2T2-B.
Proposal 9: The study assumes UL spectrum for the D2R transmission in D2T2-C.
Proposal 10: The intermediate UEs are assumed to be deployed following uniform distribution with e.g. 10 m /20 m distance between every two adjacent intermediate UEs.
Proposal 11: The devices within the calculated maximum distance, which is obtained by the corresponding link budget calculation, from each intermediate UE will be involved in the evaluations.
Proposal 12: In D2T2-B, the CW distribution is reported by companies.
Proposal 13: Remove the “Ambient IoT on-object antenna penalty” in the row of [1J] and [2H] in the link budget template.
Proposal 14: Include the “Cable, connector, combiner, body losses, etc.” in the row of [1N] and [2X] in the link budget template, with the follow assumptions.
· For indoor basestation, it is set to 0 dB.
· For intermediate UE, it is set to 1 dB.
· For Ambient IoT device, it is set to 0 dB (M) with 1 dB (O).
Proposal 15: Remove the “RF CBW” in the row of [2B1] in the link budget template.
Proposal 16: The shadow fading margin in row [3A] corresponding to the InF-DH NLOS, InF-DL NLOS, and InH-Office LOS channel model can be set to 4 dB, 7.2 dB, and 3 dB, respectively.
Proposal 17: For D1T1-B, InF-DH NLOS channel model is used for the calculation of the path loss corresponding to the CW2D distance, with a shadow fading margin of 4 dB.
Proposal 18: For D2T2-B, InF-DL LOS or InH-Office LOS channel model can be used for the calculation of the path loss corresponding to the CW2D distance, if InF-DL or InH-Office channel model is used for R2D and D2R link, respectively. The corresponding shadow fading margin is 4 dB and 3 dB, respectively.
Proposal 19: For coverage evaluation, the CW interference modeling for the ‘A1’ and ‘B’ scenarios reuses that for the ‘A2’ scenarios.
Proposal 20: The candidate values for “CW cancellation” can be reported from the set of {130, 140, 150}, which can be used for all the scenarios.
Proposal 21: For D2R link budget calculation, the Remaining CW interference (2K1) can be calculated by the following formula.

Proposal 22: For D2R link budget calculation, the Receiver sensitivity loss (2K2) can be calculated by the following formula.

Proposal 23: For D2R link budget calculation, the Receiver Sensitivity (2L) can be calculated by the following formula.

Proposal 24: The transmit power of an indoor Ambient IoT BS is assumed to be 33 dBm (M), 26 dBm (M), and 38 dBm (O).
Proposal 25: The transmit power of an intermediate UE in D2T2 is assumed to be 23 dBm (M) and 26 dBm (O).
Proposal 26: In the D2R link budget calculation, different assumptions of the Total Tx power [1E] is used for different devices.
· For Device 1: CW received power [1E5] - Ambient IoT backscatter loss [1H].
· For Device 2a: CW received power [1E5] + Ambient IoT backscatter amplifier gain [1K].
· For Device 2b: -20 dBm [M], -10 dBm [O]
Proposal 27: The CW received power [1E5] is calculated as
CW received power [1E5] = CW Tx power [1E1] + CW Tx antenna gain [1E2] - CW2D pathloss [1E4]
Proposal 28: Candidates of CW Tx power [1E1] reuses the assumptions of Total Tx power [1E] in R2D.
Proposal 29: The reflection loss of Device 1 is assumed to be -6 dB or 0 dB for OOK or BPSK, respectively.
Proposal 30: Data rate can be reported together with the transmission bandwidth used for the evaluated D2R channel.
Proposal 31: The D2R transmission bandwidth used for the evaluated channel is assumed to be 15 kHz (M) or 180 kHz (O).
Proposal 32: The reception bandwidth used for the evaluated channel is assumed to be set as follows.
· For R2D link, the reception bandwidth equals the transmission bandwidth used for the evaluated channel
· For D2R link, the reception bandwidth equals the occupied bandwidth used for the evaluated channel
Proposal 33: The antenna gain of Ambient IoT device is assumed to be 0 dBi.
Proposal 34: For Device 1, Budget-Alt1 is recommended for the evaluation of the receiver sensitivity, which is assumed to be e.g. -36 dBm.
Proposal 35: For Device 2 with RF-ED receiver, Budget-Alt1 is recommended for the evaluation of the receiver sensitivity, which is assumed to be e.g. -46 dBm.
Proposal 36: For Device 2 with IF-ED or ZIF receiver, Budget-Alt2 is recommended for the evaluation of the receiver sensitivity, which can be calculated based on a noise figure of 24 dB or [30] dB.
Proposal 37: An RMS delay spread of 150 ns is recommended for the TDL-A channel model.
Proposal 38: An RMS delay spread of 20 ns is recommended for the TDL-D channel model.
Proposal 39: Link-level simulations assumes 0.1 kbps data rate [M] and 1 kbps [O] for the coverage evaluations of both R2D and D2R link.
Proposal 40: The message size used in the link-level simulation is assumed to be [16, 96, 400] bits for both R2D and D2R link.
Proposal 41: The LPF bandwidth for the R2D receiver at device is set according to the transmission bandwidth of the R2D transmission.
Proposal 42: The ED bandwidth is set to 1.92 MHz for the link-level simulation of the R2D link.
Proposal 43: The sampling frequency is assumed to be 1.92 MHz for the R2D receiver.
Proposal 44: The SFO can be modelled as continuously accumulated timing drift of ∆T = Fe × T in the link-level simulations, with the number of Fe set to a random selection from {-105 ppm, 105 ppm} per transmission.
Proposal 45: Companies report the assumptions on the parameters of the physical layers to be evaluated in link-level simulations, which should be within the set of agreed candidates corresponding to each parameter.
Proposal 46: The study uses the assumptions in Table 1 for link-level simulations.
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Annex: Link budget template
	(Copied from R1-2403663 [2])
Agreement
The table below is agreed (except for the yellow part)
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	[0A]
	Scenarios
	D1T1-A1/A2/B/C
D2T2-A1/A2/B/C
	D1T1-A1/A2/B/C
D2T2-A1/A2/B/C

	[0A1]
	CW case
	N/A
	1-1/1-2/1-4/2-2/2-3/2-4

	[0B]
	Device 1/2a/2b
	Device 1/2a/2b
	Device 1/2a/2b

	[0C]
	Center frequency (MHz)
	900MHz (M), 2GHz (O)
	900MHz (M), 2GHz (O)

	(1) Transmitter

	[1D]
	Number of Tx antenna elements / TxRU/ Tx chains modelled in LLS
	For BS:
- 2(M) or 4(O) antenna elements for 0.9 GHz

For Intermediate UE:
- 1(M) or 2(O)
	1

	[1E]
	Total Tx Power (dBm)
	· For BS in DL spectrum for indoor
· 33dBm(M), FFS: 38dBm(O), one smaller value [FFS: 23 or 26] dBm(M)
· FFS: additional constraints on PSD
· FFS: For UE in DL spectrum for indoor
· For UL spectrum for indoor,
· 23dBm (M)
· FFS: 26dBm(O)

Other valuesare NOT precluded subject to future discussion.


	· For device 1/2a:
· D2R-CWRxPower-Alt1:
· Company to report CW Tx/Rx power together with CW2D distance (see [1E1]~[1E5])
· D2R-CWRxPower-Alt2:
· Balanced MPL/distance (see [1E1]~[1E5], and subject to [1E3] = = [4B])
· For device 2b:
· D2R-dev2bTxPower-Alt1: -10 dBm(O)
· D2R-dev2bTxPower-Alt2: -20 dBm(M)

Other values are NOT precluded subject to future discussion.

	[1E1]
	CW Tx power (dBm)
	N/A
	· 23dBm for UL spectrum, FFS 26dBm
· 33dBm(M), 38dBm (O) for DL spectrum
Note: only applicable for device 1/2a

	[1E2]
	CW Tx antenna gain (dBi)


	N/A
	· Company to report, the value equals to
· UE Tx ant gain, or
· BS Tx ant gain
Note: only applicable for device 1/2a

	[1E3]
	CW2D distance (m)
	N/A
	· For D2R-CWRxPower-Alt1:
· [Company to report]
· For D2R-CWRxPower-Alt2:
· Calculated
Note: only applicable for device 1/2a

	[1E4]
	CW2D pathloss (dB)
	N/A
	Calculated
Note: only applicable for device 1/2a

	[1E5]
	CW received power (dBm)
	N/A
	Calculated
Note: only applicable for device 1/2a

	[1F]
	Transmission Bandwidth used for the evaluated channel (Hz)
	180k(M),
360k(O),
1.08MHz(O)
	UL data rate: xx bps

FFS: data rate for each case

	[1G]
	Tx antenna gain (dBi)
	· For BS for indoor, 6 dBi(M), 2dBi(M)

· For intermediate UE, 0 dBi
	· For A-IoT device, 0dBi (M), -3dBi (O)

	[1H]
	Ambient IoT backscatter loss (dB)

Note: due to, e.g.,
· impedance mismatch
· Modulation factor
	N/A
	· OOK: Y dB
· PSK: X dB
Note: Only for device 1
FFS: for device 2a

	[1J]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4

	[1K]
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	· 10 dB (M)
· 15 dB (O)
Note: Only for device 2a

	[1N]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	FFS
	N/A

	[1M]
	EIRP (dBm)
	Calculated
FFS: any limitation of the EIRP subject to future discussion
	Calculated

	(2) Receiver

	[2A]
	Number of receive antenna elements / TxRU / chains modelled in LLS
	Same as [1D]-D2R
	Same as [1D]-R2D

	[2B]
	Bandwidth used for the evaluated channel (Hz)
	FFS: relation with the transmission bandwidth used for the evaluated channel
	· FFS: whether the values are single side-band or double side-band
· Note: The value is used for calculating the noise power
FFS: relation with the transmission bandwidth used for the evaluated channel

	[2B1]
	FFS: RF CBW (Hz)
	FFS:
· 10MHz
· 20MHz
· Other values
Note: The value is used for calculating the noise power
	N/A

	[2C]
	Receiver antenna gain (dBi)
	same as [1G]-D2R
	Same as [1G]-R2D

	[2X]
	FFS: Cable, connector, combiner, body losses, etc. (dB)
	N/A
	FFS

	[2D]
	Receiver Noise Figure (dB)
	FFS: 20dB or 24dB or 30dB for Budget-Alt2
FFS: different values for device architecture
	For BS as reader
· 5dB
For UE as reader
· 7dB

	[2E]
	Thermal Noise power spectrum density (dBm/Hz)
	-174
	-174

	[2F]
	Noise Power (dBm)
	Calculated
	Calculated

	[2G]
	Required SNR
	Reported by company
	Reported by company

	[2H]
	FFS: Ambient IoT on-object antenna penalty
	· 0.9dB or 10.4
	· 0.9dB or 10.4

	[2J]
	Budget-Alt1/ Budget-Alt2
	For R2D link in the coverage evaluation, for device 1
· Budget-Alt1 is used (note: receiver architecture is RF ED)
FFS: device 2
	Budget-Alt2

	[2K]
	CW cancellation (dB)
	N/A
	For [monostatic backscatter], FFS
· [140dB for BS]
· [120dB for UE]

For [bistatic backscatter]
· Assuming CW has no impact to the receiver sensitivity loss.

	[2K1]
	Remaining CW interference (dB)
	N/A
	Calculated

	[2K2]
	Receiver sensitivity loss(dB)
	N/A
	Calculated

	[2L]
	Receiver Sensitivity (dBm)

	For Budget-Alt1,
· For device 1 (RF-ED),
· FFS:{-30dBm ~ -36dBm}

· For device 2 if RF-ED is used
· FFS

· For device 2 if RF-ED is not used
· N/A

For Budget-Alt2,
· Calculated
	Calculated

Note: the receiver sensitivity includes the receiver sensitivity loss [2K2], i.e. after CW cancellation at least if ‘A2’ scenario is used

	(3) System margins

	[3A]
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	TBD
	TBD

	[3B]
	polarization mismatching loss (dB)
	3 dB
	3 dB

	[3C]
	BS selection/macro-diversity gain (dB)
	0 dB

FFS: other values are not precluded
	0 dB

FFS: other values are not precluded

	[3D]
	Other gains (dB) (if any please specify)
	Reported by companies with justification
	Reported by companies with justification

	(4) MPL / distance

	4A
	MPL (dB)
	Calculated
	Calculated

	4B
	Distance (m)
	Calculated
	Calculated



<Editor Notes: Note 1 will be updated once the table has stabilized >
Note1: calculated values in the Table XXXX are derived according to the followings, 
· 1E
· For D2R, and device 1/2(backscatter), whether this value is need (not regarded as an input variable but regarded as indirect variable), or based on backscatter activation power threshold
· 1M
· For R2D,  
· For D2R, 
· Device 1: 
· Device 2a: 
· Device 2b: 
· 2F: 
· 2L
· For R2D and Budget-Alt1, [2L] = [2H]
· For R2D and Budget-Alt2, [2L] = [2G]+[2F]
· For D2R and Budget-Alt2, Refer to section [xxx] (Proposal [P4-3])
· 4A
· 
· 4B is derived from pathloss model 
· Refer to section [XXX] (Proposal [P4-3-2])

Note2: (M) denotes the value is mandatory to be evaluated. (O) denotes the value can be optionally evaluated.
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