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1 Introduction
In RAN#102 meeting, a new WID was approved for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [1]. The WID consists of two parts, the first part is to provide the normative support for the general framework for AI/ML for air interface, enable the recommended use cases in the preceding study; the second part is to tackle and hopefully resolve some outstanding issues for a number of study objectives, deepen the understanding of a potential future normative work.
In this contribution, we focus on the study objectives for RAN1 on the CSI compression use case. The related text of study objectives in the WID is copied below.
	[bookmark: _Hlk155703828]Study objectives with corresponding checkpoints in RAN#105 (Sept’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
…
· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

 …


2 Inter-vendor training collaboration issues and fault responsibility
There are some discussions in RAN1 and RAN4 that the value of testing of AI/ML models is less compared to conventional non-AI/ML, since AI/ML models may be localized (trained for a specific cell, geographical area or scenario (e.g., high speed train)). There are voices in 3GPP that would like to downplay the value of RAN4 test and perhaps skip testing, for such AI/ML features that are performance related (as is CSI compression). Some also argue that such a test cannot be based on synthetic channels (i.e., TR 38.901) since doesn’t reflect reality. Our view is that if a test does not reflect reality in a meaningful way, then defining and performing a test doesn’t have any purpose.  
Depending on what RAN4 concludes regarding testing of AI/ML, there will various degrees of complexity related to model monitoring. So far, this study has not addressed this aspect sufficiently. For example, if model transfer to UEs in the field is enabled, e.g. to enable localized model parameters, then this requires a much more burden on the network implementation to 
· Monitor performance and assess whether fallback to legacy operation is required.
· Detection of root cause of faulty performance, e.g. implementation, invalid assistance information, whether the scenario doesn’t reflect the test data statistics and/or training data statistics (i.e., whether there is a data and training issue) or, for two sided case, whether the encoder or decoder causes the problem to assess whether the NE or UE vendor is responsible.

[bookmark: _Toc166249412]The network complexity to deal with performance monitoring and fault responsibility assessment may be much larger with the use of localized models/model transfer solutions, compared to a fixed and RAN4/5 tested AI/ML model. The study needs to emphasize more on the required monitoring/fault detection solutions and its complexity for NW and UE side.
The discussion (in RAN1 and RAN4 jointly) is thus leading to these possible approaches/outcomes for introduction of AI/ML in 3GPP for two-sided models (but these applies also for one sided models):
1. UE Encoder Model is tested by RAN4/5 and then deployed in the field. Interoperability is achieved.
a. Model is global and allows for roaming in any 5G network in the world.
b. Basic performance is achieved per the RAN4 test definition and procedures. 
c. No localization of models is possible. No update of models after deployment is possible. 
d. No room for engineering freedom or model evolution (since encoder/decoder are more or less specified/fixed after passed test).
e. Some performance monitoring procedures is required to detect and disable poor performing AI/ML.

2. There is no RAN4/5 test of UE encoder models and no IoDT before deployment. No interoperability is achieved but is replaced by monitoring.
a. Models can be global or local and can be updated via information provided from NW-side to UE-side.
b. Extensive performance monitoring by NW is required per UE to detect and disable poor performing AI/ML model.
c. Detection of root cause of faulty performance is very hard.

3. A combination of 1 and 2, interoperability is achieved at basic performance level, localization is achieved by monitoring.
a. RAN4/5 tests ensure a basic performance level and global roaming possibility with basic performance (that has a benefit over legacy non-AI/ML feature)
b. Localization of model or an enhanced global /generalized model performance can be achieved by proprietary (one sided) training.
c. Model updates is possible but may need to be aligned with NW vendor and MNOs.
d. Performance monitoring ensures the basic performance is kept.

For approach 1, the study needs to clarify whether performance of the 3GPP defined test encoder/decoder and associated encoder that passes the test is good enough to outperform the legacy CSI reporting methods and how monitoring and fault cause (encoder or decoder) is achieved. It must also be clarified how monitoring results from different UE vendors are comparable, how to make it reproducible? Note that even if the models are specified, the implementation of the models is different, and the input data for model inference may have different data distribution and characteristics as compared to that of the training dataset, hence, performance monitoring is required. In addition, it must be understood how complex thus monitoring need to be and the mechanisms. Note that the approach 1 is an extreme case, localized or scenario specific models may be possible if localized/scenario specific test encoder/decoder can be specified in RAN4.
For approach 2, it needs to be studied how complex and multi-dimensional the monitoring is, whether per UE real time monitoring is required, the NW side and UE side complexity to achieve such monitoring and how to obtain reproducible and comparable results between different UE devices from different vendors. It needs to be studied how to detect the root cause of faulty performance. 
For approach 3, it needs to be studied whether single sided updates of two-sided models that are based on the basic performance from approach 1 can actually improve performance, achieve localization and still pass the tests. The same study as in approach 1 or 2 is needed related to monitoring performance, complexity, reproducibility and comparability. Also, mechanisms to detect root cause of faulty performance needs to be investigated.  
We observe that Approach 1 is aligned with Option 1 (Fully standardized reference model (structure + parameters)), while Approach 2 is aligned with Option 3,4,5. The Approach 3 uses Option 1 as the starting point but may additionally use Option 3,4 or 5 to achieve localization of model or an enhanced global (generalized) model performance. Comparing to Approach 1 and 3, where the models used in the filed have already passed RAN4 testing, Approach 2 requires much more complicated performance monitoring for LCM operations, hence, we have the following proposals:
[bookmark: _Toc166249524]For RAN1 Option 1, 3, 4, 5, study performance monitoring mechanisms including the feasibility and complexity, for ensuring the performance of two-sided models when operating in the field. 
[bookmark: _Toc166249525]For RAN1 Option 1, 3, 4, 5, study how to detect root cause of faulty performance for CSI compression using two-sided models.
2.1 Option 1-based model training/update using field dataset 
Option 1: Fully standardized reference model (structure + parameters)
In RAN1 #116bis, it was concluded that RAN1 Option 1 corresponds to RAN4 Option 3 or RAN4 Option 4, and if feasible in specification, this solution can solve the inter-vendor training collaboration issue while still maintain the 3GPP-level interoperability.
Interoperability can be maintained if a reference model for one-part of the two-sided model is specified. Interoperability is achieved at a nominal/minimum performance level by defining a reference model, the associated reference data set and a nominal/minimum performance requirement. 
To address both inter-vendor collaboration and interoperability requirements using the standardized reference model based approach, two additional key aspects should be considered for training the second-part model of the two-sided model case, regardless of if the standardized reference model is for the UE or the NW part:  
· Test/Channel conditions associated to the standardized reference model: Defining one-part of the two-sided model is not enough to allow the second side to train their part model independently. Additional information about the reference data set associated to the standardized reference model should be known. For example, the actual data set, or at least the test/channel conditions assumed to obtain that data set, so that the second side can regenerate such a data set on its own using the standardized reference model. 
· Defining the nominal/minimum acceptable performance level which is used to validate the performance of the second-part model. If the second-part model fulfills the performance requirements, it can be paired with the reference model in actual deployments. It is up to RAN4 to define those performance requirements. 
By defining the reference model for one part of the two-sided model, information about the reference data set, and the nominal/minimum performance level requirement, the second side can train their nominal model independently and yet interoperability can be maintained in a multi-vendor eco-system. 
In RAN1#116bis, it was captured as an observation that “Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed”. Option 1 and 2 could have OK performance in the field if the reference model or test model is created using sufficient real data and the test conditions reflect real conditions well enough. 
In the following, we discuss how Option 1 based method can also be extended to support independent model retraining or model update at the UE and/or NW side to improve the performance of the two-sided model, if needed, by using field data. This corresponds to Approach 3 discussed at the beginning of Section 2.
In fact, the actual models used by the NW and the UE could be something different (e.g., an extension trained on a larger dataset) from the standardized reference model, or the nominal second-part model trained with the reference data set. Either side can train and validate its actual model of the two-sided model case that may be developed/optimized without exposing the actual other part model implemented at the NW or UE. 

In the following, we provide an example for potential independent NW and UE side model training optimizations assuming a reference UE-part model is standardized. 

For further optimizing the UE-part model at the UE-side: 
· UE-side trains a nominal reference NW-part model, based on the reference data set and using the standardized reference UE-part model. The pair of the trained nominal reference NW-part model and the standardized reference UE-part model shall fulfil the minimum performance requirement. 
· UE-side may train an optimized UE-part model, based on a larger data set (where the reference data set is only a subset of this larger data set) and using nominal reference NW-part model. 
· The performance of the optimized UE-part model is validated at the UE-side using the reference data set and the nominal reference NW-part model. 
· If the minimum performance requirement is fulfilled, the UE-side would assume that the optimized UE-part model can still pass the RAN4 performance requirements even if it is not using the standardized reference UE-part model.

Similar procedure can be followed by the NW-side for training or future optimizing its NW-part of the two-sided model assuming a reference UE-part model is standardized: 
· NW-side can train a NW-part model, based on the reference data set and using the standardized reference UE-part model. The pair of the trained reference NW-part model and the standardized reference UE-part model shall fulfil the minimum performance requirement.
· NW-side may train an optimized NW part model, based on a larger data set (where the reference data set is only a subset of this larger data set) and using the standardized reference UE-part model. 
· The NW side tests if the optimized NW-part model still allows the UE-side independently developed UE-part model to fulfil nominal/minimum performance requirement by testing the optimized NW-part model against the reference UE-part model and by using the reference data set. 
The optimizations at the UE and/or NW can be performed independently, where each one separately can verify that the nominal performance can be achieved.   
[bookmark: _Toc166249413]Based on the standardized reference model in RAN1 Option 1 (RAN4 Option 3 or RAN4 Option 4), UE side and NW side can independently further improve their actual UE-part model and NW-part model using filed dataset if needed.
[bookmark: _Toc166249526]RAN1 study methods to further improve two-sided model performance based on standardized reference model (i.e., RAN1 Option 1 and RAN 4 Option 3/4) and still maintain interoperability, including at least the following aspects:
· [bookmark: _Toc166249527]UE-side and/or NW-side independently improve their actual UE-part model and NW-part model using a dataset B dataset, which is different from the dataset A used for defining the standardized reference model.
· [bookmark: _Toc166249528]Monitoring mechanisms, including feasibility and complexity, to monitor the performance of the enhanced two-side model when operating in the field.
· [bookmark: _Toc166249529]How can the operator identify the responsibility if the enhanced two-sided model fails in operation in the field? 
2.2 Analysis of Options 3, 4, and 5 for inter-vendor training collaboration
In this section, we analyse and compare RAN1 Options 3, 4 and 5, considering the aspects of inter-vendor collaboration complexity, interoperability, and feasibility.
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
The further definition and clarification of RAN1 Options 3, 4 and 5 agreed in RAN1#116 bis are copied below:
	RAN1#116bis
Agreement
· For Option 3, further define the two sub-options:
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 5, further define the two sub-options:
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.
· For Option 4, it is clarified that:
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification.  



To enable a gNB to serve multiple UEs simultaneously and to keep implementation efficiency, cost and complexity feasible at the NW side, it is required that a single model is operated at the gNB side, regardless of the models operated in different UEs with different vendor versions or/and chipset versions. Hence, the discussion of RAN1 Options 3, 4, and 5 shall be limited to the NW-side training or NW-side first training only, with parameter/ dataset/ model exchanged from the NW-side to UE-side.
[bookmark: _Toc166249530]For inter-vendor training collaboration, deprioritize UE-side first training cases for RAN1 Option 3/4/5, where the exchange of parameter/dataset/model originating from the UE-side and ending at the NW-side.

2.2.1 Option 3a/5a 
The assumptions for Option 3a/5a agreed in RAN1#116bis are copied below:
	Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
· Option 3a/5a
· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.
· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.
· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target 
· Dataset or information related to collecting dataset
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
          …



Option 5a
Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.

For Option 5a with standardized model format (e.g., ONNX format), a NW vendor first trains a pair of CSI generation model and CSI reconstruction model, then, the reference model (i.e., CSI generation part (5a-1), CSI reconstruction part (5a-2), or both parts (5a-3)) is exchanged from the NW-side of the NW vendor to each UE-side of multiple UE/chipset-vendors. Based on the received reference model, each UE/chipset-vendor can firstly perform offline engineering at its training entity to develop or further optimize its CSI generation model using dataset capturing its own device-specific data characteristics and considering its own device implementation capability, and then deploy the developed/further-optimized CSI generation model to UEs after going through offline testing. To achieve this, the NW vendor needs to offline align with multiple UE/chipset vendors at least on the definition of reference model (i.e., 5a-1, 5a-2, or 5a-3) and the reference model format, and to make sure that the selected model format (if not developed in 3GPP) is suitable in terms of supported functionalities to fullfill the use case needs in the long run, all these alignment implying high multi-vendor collaboration complexity. 
The above discussion for Option 5a focuses on a single NW vendor and multiple UE/chipset vendors scenario. In practice, a network can consist of gNBs from multiple NW vendors, this implies that, with Option 5a, either each UE vendor is required to collaborate with different NW vendors to develop multiple CSI generation models to be compatible with different CSI reconstruction models from different NW vendors, or multiple NW vendors and multiple UE vendors need to offline align on the reference model design. Considering that Option 5a requires significant offline multi-vendor collaboration for model training and performance testing, it is questionable whether this option should be part of the 3GPP discussion at all.
[bookmark: _Toc166249414]Option 5a requires significant multi-vendor offline collaboration to align the reference model design (e.g., which part(s) of the two-sided model shall be exchanged and the model format).
[bookmark: _Toc166249531]Deprioritize Option 5a for inter-vendor training collaboration.

Option 3a
Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.

[bookmark: _Hlk165361649]For Option 3a, the reference model structure is standardized. Depending on the sub options, the reference model can be for the CSI generation part (3a-1), the CSI reconstruction part (3a-2), or both CSI generation and CSI reconstruction parts (3a-3). Based on the standardized reference model structure, a NW vendor first trains a pair of CSI generation model and CSI reconstruction model, then, the parameters of the reference model are exchanged from the NW-side of the NW vendor to each UE-side of different UE/chipset-vendors. To minimize the offline cross-vendor collaboration effort, the parameters of the CSI generation model shall be the same for all UE-sides regardless of the UE vendor versions and/or chipset versions. Using the received parameters and standardized reference model structure, each UE/chipset-vendor can firstly perform offline engineering at its training entity to develop or further optimize its CSI generation model using dataset reflecting its own device-specific data characteristics and considering its own device implementation capability, and then deploy the developed/further-optimized CSI generation model to UEs after going through offline testing.
· Option 3a-1: Parameters exchanged from the NW-side to UE-side is CSI generation part.
In Option 3a-1, the CSI generation model structure is standardized, the UE-side will further optimize its CSI generation model based on the standardized CSI generation model structure and the associated model parameters received from the NW-side of the NW vendor. To assist UE-sided offline engineering for retraining/redeveloping/optimization its CSI generation model and testing the model performance before deploying it on devices, the NW-side of the NW vendor needs to additionally provide at least the following information to the UE-side:
· Training dataset or information related to collecting training dataset 
· For the UE-side to further optimize its model parameter quantization, retrain its CSI generation model, and/or train a nominal CSI reconstruction model. 
· Performance target (e.g., intermediate KPI like SGCS/NMSE/loss-value) 
· For the UE-side to test the performance of the retrained/redeveloped/optimized CSI generation model, i.e., check whether the CSI generation model is compatible with the CSI reconstruction model at the NW-side and fulfils the performance target.
· The performance target may also be used together with the training dataset for CSI generation model retraining/optimization and/or for deriving a nominal CSI reconstruction model at the UE-side.
· Testing dataset or information related to collecting testing dataset
· For the UE-side to test the performance of the retrained/redeveloped/optimized CSI generation model, i.e., check whether the CSI generation model is compatible with the CSI reconstruction model at the NW-side and fulfils the performance target.

· Option 3a-2: Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.
In Option 3a-2, the CSI reconstruction model structure is standardized, the UE-side will develop its CSI generation model based on the standardized CSI reconstruction model structure and the associated model parameters received from the NW vendor. To assist UE-sided offline engineering for developing its CSI generation model and testing the model performance before deploying it on devices, the NW vendor needs to additionally provide at least the following information:
· Training dataset or information related to collecting training dataset 
· For the UE-side to train its CSI generation part model. 
· Performance target (e.g., intermediate KPI like SGCS, NMSE or loss value) 
· For the UE-side to test the performance of the trained CSI generation model, i.e., check whether the trained CSI generation model is compatible with the CSI reconstruction model at the NW-side and fulfils the performance target.
· The performance target may also be used together with the training dataset for CSI generation model training at the UE-side.
· Testing dataset or information related to collecting testing dataset
· For the UE-side to test the performance of the trained CSI generation model, i.e., check whether the trained CSI generation model is compatible with the CSI reconstruction model at the NW-side and fulfils the performance target.

· [bookmark: _Hlk165904957]Option 3a-3: Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.
In Option 3a-3, both the CSI generation model structure and the CSI reconstruction model structure are standardized, the UE-side will develop its CSI generation model based on the standardized structure of the model pair and the associated model parameters received from the NW vendor. To assist UE-sided offline engineering for developing its CSI generation model and testing the model performance before deploying it on devices, the NW vendor needs to additionally provide at least the following information:
· Training dataset or information related to collecting dataset 
· For the UE-side to further optimize its model parameter quantization, retrain its CSI generation model. 
· Performance target (e.g., intermediate KPI like SGCS, NMSE or loss value) 
· For the UE-side to test the performance of the retrained/redeveloped/optimized CSI generation model, i.e., check whether the CSI generation model is compatible with the CSI reconstruction model at the NW-side and fulfils the performance target.
· The performance target may also be used together with the training dataset for CSI generation model retaining/optimization at the UE-side.
· Testing dataset or information related to collecting testing dataset 
· For the UE-side to test the performance of the retrained/redeveloped/optimized CSI generation model, i.e., check whether the CSI generation model is compatible with the CSI reconstruction model at the NW-side and fulfils the performance target.

For all the above sub options of Option 3a, i.e., Option 3a-1, 3a-2, 3a-3, to reduce the inter-vendor collaboration complexity, besides the reference model structure, at least the format/structure of all the information to be exchanged from the NW-side to the UE-side shall be standardized. Hence, for option 3a, besides standardizing the structure of reference model, the format and structure of the following information shall also be standardized.
[bookmark: _Toc166249415][bookmark: _Hlk165302011]For Option 3a, to minimize the inter-vendor collaboration, the format and structure of all the information to be exchanged from the NW-side to the UE-side should be standardized, where the exchanged information including at least parameters of the reference model, training/testing dataset or information related to collecting training/testing dataset, and performance target.
The above discussion for Option 3a focuses on a single NW vendor and multiple UE/chipset vendors scenario. In practice, a UE shall be able to communicate with different NW vendors. Even with standardized reference model structure, different NW vendors will train different pairs of CSI generation model and CSI reconstruction model using their collected datasets and considering their own implementation capabilities. This implies that, with Option 3a, a UE/chipset vendor will receive different information (e.g., different sets of reference model parameters, different training/testing datasets, and different performance targets) from different NW vendors for its CSI generation model training and performance testing. Hence, a UE/chipset vendor needs to train different CSI generation models for different NW vendors, and a UE needs to be able to load different CSI generation models depending on which network it is connected to.
[bookmark: _Toc166249416]For Option 3a, each UE/chipset vendor needs to train different CSI generation models for different NW vendors, and when operation in the field, a UE needs to be able to load different CSI generation models depending on at least which network vendor it is connected to.
Option 3a does not only require high complexity at UE/UE-side to cope with multi-NW-vendor scenarios, but also makes it challenging to ensure the performance of two-sided models in the field. For instance, it is unclear how the operator can identify the responsibility if the two-sided model fails in operation in the field? Is it due to the information (e.g., model parameters, training/testing dataset, and performance target) provided by the NW is not good, or unreliable delivery of the information from NW-side to UE-side, or UE/UE-side's implementation/compiling/running of the CSI generation model is not functioning well. 
[bookmark: _Toc166249417]For Option 3a, it is unclear how the operation can identify the responsibility if two-sided model fails in operation in the field.

The failure of the two-sided operational model in field operation can be more effectively addressed in case of option 3a-1/3 rather than 3a-2. Under 3a-1, the NW vendor provides the UE side with UE model parameters ("nominal parameters"), which have been verified against its actual NW side model. Should the optimized UE model parameters prove ineffective in field operation, the UE may revert to utilizing the "nominal parameters". If, despite using the nominal parameters, the two-sided model continues to fail in the field, it may suggest the need to adjust the information provided by the NW (model parameters, training/testing datasets, and performance targets). Conversely, under 3a-2, there is no provision for fallback. The NW must resort directly to deactivating the functionality without the ability to pinpoint the cause of the failure.

[bookmark: _Toc166249532]Deprioritize option 3a-2 for parameters exchanged from the NW-side to UE-side.
[bookmark: _Hlk165363789]Regarding methods for exchanging the information from NW-side to UE-side, two different methods have been proposed, i.e., over the air signalling or via offline delivery. Offline delivery of the information requires offline inter-vendor collaboration effort for aligning the delivery solution. To minimize the cross-vendor collaboration effort, it is preferred to also standardize the information delivery method to ensure that the UE side can receive datasets from all NW vendors, so that the UE-side is able to train its CSI generation model(s) to work with multiple NW vendors. Over-the-air information delivery may largely minimize the offline multi-vendor collaboration issue for model training, however, there are many concerns on the feasibility and complexity of this method:
· Over-the-air delivery can result in large Uu signaling overhead.
· Over-the-air delivery can cause large UE power consumption.
· Over-the-air delivery can result in large latency, the model trained by using the delivered information can be outdated or have a short model-in-use time. 
· Over-the-air delivery requires mechanisms to control which part of the information (dataset/parameters/performance-target) shall be transmitted over which gNBs to which UEs in the network. This increases the standardization complexity, and it may still require some offline cross vendor collaboration effort. 
· Over-the-air delivery requires mechanisms to enable each UE-side aggregate the correct information from UEs to create a correct dataset/parameters/performance-target for its UE-part model training. 
· Over-the-air delivery requires mechanisms to control the reliability/quality of the over-the-air delivery. 
· Over-the-air delivery requires mechanisms to ensure that the information delivery will not impact normal services running at the network. 

[bookmark: _Toc166249418]For Option 3a, offline delivery of the exchange information requires offline inter-vendor collaboration effort for aligning the delivery solution; the over-the-air delivery method has high complexity, and the feasibility of over-the-air delivery is questionable.
[bookmark: _Toc166249533]For Option 3a, deprioritize over-the-air delivery method for exchanging information from the NW-side to UE-side.
[bookmark: _Toc166249534]For Option 3a, further study the following aspects:
· [bookmark: _Toc166249535]The feasibility and complexity of standardizing the structure of the reference model.
· [bookmark: _Toc166249536]The necessary information to be exchanged from the NW-side to the UE-side, including at least parameters of the reference model, training/testing dataset or information related to collecting training/testing dataset, and performance target.
· [bookmark: _Toc166249537]The feasibility and complexity of standardizing at least the format and structure of all information to be exchanged from the NW-side to UE-side. 
· [bookmark: _Toc166249538]The feasibility and complexity of standardizing a delivery method that does not involve over the air delivery.
· [bookmark: _Toc166249539]The methods, including feasibility and complexity, for supporting a UE to be loaded with different CSI generation models depending on at least which network vendor it connects to, without disclosing NW proprietary information.
· [bookmark: _Toc166249540]Monitoring mechanisms, including feasibility and complexity, to monitor performance of the enhanced two-side model when operating in the field.
· [bookmark: _Toc166249541]How can the operator identify the responsibility if the two-sided model fails in operation in the field? 
· [bookmark: _Toc166249542]Comparison among different sub-options (Option 3a-1, 3a-2, and 3a-3).
2.2.2 Option 3b
Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.

The assumptions for Option 3b agreed in RAN1#116bis are copied below:
	Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
           …
· Option 3b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4.
· The parameter exchange is from NW to UE.
· Parameters exchanged from the NW-side to UE-side is CSI generation part.
           …



With Option 3b, the CSI generation model structure is standardized, based on which a NW vendor first trains a pair of CSI generation model and CSI reconstruction model, then, the parameters of the CSI generation model are stored at the gNBs, and transferred from gNB to UE via the air-interface signalling. 
To minimize the offline cross-vendor collaboration effort, the parameters of the CSI generation model shall be the same for all UEs regardless of its associated UE/chipset vendor. To enable a UE to use the received parameters directly for inference, in addition to standardizing the CSI generation part model (encoder) structure, at least the parameter precision and input data pre-processing must be standardized, considering device implementation capabilities RAN1 should clarify if further information needs to be standardized to enable this option which is crucial for concluding on the feasibility and complexity of this approach.Note that, to minimize the inter-vendor collaboration complexity and improve the feasibility for UE to run inference with parameters directly, the flexibility left for UE/chipset-vendor specific model parameter optimization (e.g., based on UE/chipset vendor specific data distribution) is limited. 
[bookmark: _Toc166249543]For Option 3b, to mitigate inter-vendor collaboration complexity and improve feasibility for UE to use received parameters directly for inference, at least the model parameter precision and input data pre-processing must be standardized together with the CSI generation model structure. RAN1 should conclude on the required additional information that needs to be standardized to enable option 3b.
[bookmark: _Toc166249419]Compared to Option 3a, Option 3b has lower inter-vendor collaboration complexity, but may have limited performance in the field. Further study is needed.
The above discussion focus on a single NW vendor to multiple UE vendor scenario. In practice, a UE shall be able to communicate with different NW vendors. Even with standardized reference model structure, different NW vendors will train different pairs of CSI generation model and CSI reconstruction model using their collected datasets and considering their own implementation capabilities. This implies that, even with standardized CSI generation model structure and standardized over-the-air transmission of model parameters including at least parameter precision and input data pre-processing, with Option 3b, a UE can still receive different parameters from different NW vendors for its CSI generation model inference. In such practical scenarios, it is unclear how to ensure the performance of the two-sided model and how can the operator identify the responsibility if the two-sided model fails in operation in the field? E.g., is it due to the model parameters provided by NW is not good, or unreliable transmission/reception of the model parameters over the air, or UE's implementation/compiling/running of the encoder is not functioning well.
[bookmark: _Toc166249544]For Option 3b, further study the following aspects:
· [bookmark: _Toc166249545]The feasibility and complexity of standardizing the CSI generation model structure.
· [bookmark: _Toc166249546]The feasibility and complexity of standardizing the model parameter precision and input data pre-processing for the CSI generation model. 
· [bookmark: _Toc166249547]Any additional information that needs to be standardized to improve the feasibility for a UE to use received parameters directly for inference?
· [bookmark: _Toc166249548]Monitoring mechanisms, including feasibility and complexity, to monitor performance of the enhanced two-side model when operating in the field.
· [bookmark: _Toc166249549]How can the operator identify the responsibility if the two-sided model fails in operation in the field?
· [bookmark: _Toc166249550]The performance comparison between Option 3a and Option 3b.
2.2.3 Option 5b
Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.

The assumptions for Option 5b agreed in RAN1#116bis are copied below:
	Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
           …
· Option 5b
· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.
· Model exchanged from the NW-side to UE-side is CSI generation part.
           …



For Option 5b, a NW vendor and a UE vendor need to offline align the model structure of the CSI generation model, which implies high complexity of inter-vendor bilateral collaboration, similar to Option 5a. Even with an offline aligned model structure of the CSI generation part, it is still unclear how to standardize the model parameter transfer from NW to UE over the air-inference via model transfer/delivery Case z4. As the model structured is offline aligned between NW and UE vendors, it is likely that the model parameter design including parameter precision also requires offline vendor-vendor specific offline alignment to make it feasible for UE implementation. Compared to Option 3b, Option 5b requires much higher inter-vendor collaboration complexity, and the benefits over Option 3b is unclear. Hence, we propose to deprioritize this option.
[bookmark: _Toc166249420]Option 5b requires significantly higher inter-vendor collaboration complexity compared to Option 3b, and the benefit of Option 5b over Option 3b is unclear.
[bookmark: _Toc166249551]Deprioritize Option 5b for inter-vendor training collaboration.
2.2.4 Option 4
Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
The assumptions for Option 4 agreed in RAN1#116bis are copied below:
	Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:
           …
· Option 4:
· The dataset exchange originates from the NW-side and ends at the UE-side.
· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).
· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).
· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).
· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.
· Performance target
· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
           …


 
For Option 4, the dataset format exchanged from the NW-side to UE-side is standardized. A NW vendor first trains a pair of CSI generation model and CSI reconstruction model, then, a dataset is exchanged from the NW-side of the NW vendor to each UE-side of different UE/chipset-vendors using the standardized dataset format. Using the received dataset, each UE/chipset-vendor can firstly perform offline engineering at its training entity to develop its CSI generation model considering its own device implementation capability, and then deploy the trained CSI generation model to UEs after going through offline testing.
In Option 4-1, data format of CSI generation model input/output is standardized. The NW side of the NW vendor firstly trains a pair of nominal CSI generation model (not used for inference) and a CSI reconstruction model. Then, the NW-side creates a dataset consists of (target CSI, CSI feedback) using the trained nominal CSI generation model and delivers this dataset to the UE-side. The UE-side trains its CSI generation model based on the received dataset. To assist UE-sided offline engineering for model training and testing the model performance before deploying it on devices, the NW-side of the NW vendor needs to additionally provide at least the performance target (e.g., intermediate KPI like SGCS/NMSE/loss-value) to the UE-side. However, without the information about the CSI reconstruction model, it is unclear how the UE-side can check if its trained CSI generation model is compatible with the CSI reconstruction model at the NW-side, and whether the paired model fulfils the performance target. 

[bookmark: _Toc166249421]For Option 4-1, it is unclear whether and how the UE-side can check if its trained CSI generation model is compatible with the CSI reconstruction model at the NW-side, and whether the paired model fulfils the performance target.
In Option 4-2, data format of CSI reconstruction model input/output is standardized. The NW side of the NW vendor firstly trains a pair of nominal CSI generation model (not used for inference) and a CSI reconstruction model. Then, the NW-side creates a dataset consists of CSI reconstruction model input/output samples using the CSI construction model and delivers this dataset to the UE-side. The UE-side will train its CSI generation model based on the received dataset. 
There are several issues with this option:
· It is not feasible for the NW-side to provide reconstructed target CSI (i.e., CSI reconstruction model output) to the UE-side, since it risks the NW-side to disclose its proprietary implementation related information.
· The feasibility of training a CSI generation model at the UE-side only using the dataset consisting of CSI reconstruction model input/output samples is also questionable.

In Option 4-3, data format of both CSI generation model input/output and CSI reconstruction model input/output is standardized. The NW side of the NW vendor firstly trains a pair of nominal CSI generation model (not used for inference) and a CSI reconstruction model. Then, the NW-side creates a dataset consists of (target CSI, CSI feedback, reconstructed target CSI) using the trained model pair and delivers this dataset to the UE-side. The UE-side will train its CSI generation model based on the received dataset. Comparing to Option 4-1 and Option 4-2, Option 4-3 makes it easier for the UE-side to train its CSI generation model and test the model performance. However, it is not feasible for the UE-side to obtain the reconstructed target CSI samples from the NW-side, since it risks the NW-side to disclose its proprietary implementation related information.
[bookmark: _Toc166249422]For Option 4-2 and 4-3, it is not feasible for the NW-side to provide reconstructed target CSI samples to the UE-side, since it risks the NW-side to disclose its proprietary implementation related information.
In addition, a UE shall be able to communicate with different NW vendors in practice. Even with standardized dataset format, different NW vendors will train different pairs of CSI generation model and CSI reconstruction model using their collected datasets and considering their own implementation capabilities. This implies that, with Option 4, a UE/chipset vendor will receive different datasets from different NW vendors for its CSI generation model training and performance testing. Hence, similar to option 3a, a UE/chipset vendor needs to train different CSI generation models for different NW vendors, and a UE needs to be able to load different CSI generation models depending on which network it is connected to.
[bookmark: _Toc166249423]For Option 4, each UE/chipset vendor needs to train different CSI generation models for different NW vendors, and when operation in the field, a UE needs to be able to load different CSI generation models depending on at least which network vendor it is connected to.
Regarding dataset delivery methods, we have the similar observation and proposal as for option 3a:
[bookmark: _Toc166249424]For Option 4, offline dataset delivery requires offline inter-vendor collaboration effort for aligning the delivery solution; the over-the-air delivery method has high complexity, and the feasibility of over-the-air delivery is questionable.
To summarize, we have the following proposals for Option 4:
[bookmark: _Toc166249552]For Option 4, deprioritize over-the-air delivery method for exchanging information from the NW-side to UE-side.
[bookmark: _Toc166249553]Deprioritize Option 4-2 and 4-3 for inter-vendor training collaboration.
[bookmark: _Toc166249554]For Option 4-1, further study the following aspects:
· [bookmark: _Toc166249555]The necessary information to be exchanged from the NW-side to the UE-side, including at least training/testing dataset and performance target.
· [bookmark: _Toc166249556]The feasibility and complexity of standardizing at least the format and structure of all information to be exchanged from the NW-side to UE-side. 
· [bookmark: _Toc166249557]The feasibility and complexity of standardizing a delivery method that does not involve over the air delivery.
· [bookmark: _Toc166249558]The methods, including feasibility and complexity, for supporting a UE to be loaded with different CSI generation models depending on at least which network vendor it connects to, without disclosing NW proprietary information.
· [bookmark: _Toc166249559]How to check if the trained CSI generation model at the UE-side is compatible with the CSI reconstruction model at the NW-side, and whether the paired model fulfils the performance target？ 
· [bookmark: _Toc166249560]Monitoring mechanisms, including feasibility and complexity, to monitor performance of the enhanced two-side model when operating in the field.
· [bookmark: _Toc166249561]How can the operator identify the responsibility if the two-sided model fails in operation in the field?
3 Trade-off between performance and complexity 
During Rel. 18 study, AI-based CSI compression discussed the compression in the spatial and frequency (SF) domain. To obtain additional gain, the compression may also involve the temporal domain (TSF domain). In RAN1 116, several cases are identified for having the temporal domain aspect for AI/ML-based CSI compression using two-sided model. The cases are captured in the following agreement.
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 



In addition, the following conclusion was made in RAN1#116bis:
	Conclusion
In Rel-19 study of temporal domain aspects of AI/ML-based CSI compression using two-sided model, CSI prediction that is performed entirely at NW-side is deprioritized.



In this section, we discuss use case 3, i.e., the case where the future slots are applied for the target CSI and the NW does not uses past CSI information to decode the CSI transmitted by the UE. In case 3, there are two aspects that are included in the AI/ML model(s), i.e., the prediction aspect and the compression aspect. The two aspects can be done in a sequential manner, e.g., predict then compress or be done in one unified model block. In our evaluation, we focus on the case of the CSI prediction part and the CSI compression part are conducted separately.
3.1 AI/ML-based TSF CSI compression Case 3
3.1.1 Use case description
The block diagram of the possible implementation of this use case can be seen in the following figure.
[image: ]
[bookmark: _Ref163216169]Figure 1  Case 3A: UE performs prediction in a separate step before compression.
In our evaluation the UE first measures K CSI-RS occasions and uses the channel measurements to create inputs for the channel prediction block. The channel prediction block may be, for example, an AI/ML-based channel predictor or a non-AI AR-based channel predictor. The channel predictor block will output N4 predicted channels. The predicted channels will then be compressed with an AI/ML-based encoder at the UE-side. Note that before the compression, preprocessing may be done, e.g., by converting the channels into the eigenvectors. As multiple (pre-processed) predicted channels are compressed in a single encoder block, the encoder basically compresses 3 dimensions, i.e., the temporal, spatial, and frequency (TSF) domain. The output of the encoder may then be further processed, e.g., quantize with either scalar or vector quantization before transmitted to the NW as a single CSI report. Receiving the CSI report, the NW dequantizes the CSI and decompresses it, resulting in N4 predicted CSI. The predicted CSI, may, for example, be in the form of eigenvector (i.e., the same with the encoder inputs).
3.1.2 Simulation assumptions
3.1.2.1 Benchmark scheme
The following agreement and working assumption were made in RAN1 #116:
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.
Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.



In this paper, we compare the AI/ML-based TSF compression model performance of Case 3 with two baselines:
· Baseline 1: non-AI AR-based CSI prediction at UE-side, with Rel-18 MIMO eType II codebook for compression the feedback
· Baseline 2: AI-based CSI prediction at the UE-side, with Rel-18 MIMO eType II codebook for compression the feedback. For the details of the AI model design, please refer to our paper [4].
The performance comparison is done for several payload sizes.
3.1.2.2 AI model design
In our evaluation, the AI-based TSF domain CSI compression consists of a UE-sided AI CSI prediction model followed by a two-sided TSF domain CSI compression model with an encoder at the UE side, and a decoder at the NW side. 
The AI-based CSI prediction model at the UE-side has the same model design as the one described in our paper [4]. 
A transformer-based AI model is used for the two-sided TSF domain CSI compression model design (the design of the encoder and decoder shown in Figure 1). The input of the encoder is the eigenvector of all predicted N4 channel matrixes, which also serves as the target CSI (ground-truth label) and used together with an NMSE loss function to train the model. The training, testing, and the inference is done in the complex-domain and is implemented with Google’s JAX framework. The block diagram of the model used in this simulation can be seen in Figure 2, where the parameters used during the training can be seen in Table 1. The model parameter values apply for both the encoder and the decoder.

[image: ]
a. UE side (encoder)

[image: ]
b. NW side (decoder)



[image: ]
c. Transformer encoder block

[image: ]
d.  Transformer decoder block

Figure 2	Transformer-based CSI compression
[bookmark: _Ref158985913]Table 1	Parameters for transformer model and training
	Parameters
	Values

	Dropout rate
	0.1

	Embedding dimension
	256

	Number of attention heads
	16

	Size of key, query, and values
	16

	Number of encoder/decoder blocks
	4

	Quantization
	4-bit scalar quantization
(2-bit for each real and imaginary part)

	Encoder output size
	16, 43, 52, 80, 109, 135

	Optimizer
	Adam

	Learning rate
	10-4



Training/testing dataset
To train the AI model, the data was collected with the parameters given in Table 4 in Appendix. A total of 300K samples are used for the training and the testing is done with 2.5K samples.
3.1.2.3 Simulation parameters
In the simulation, 5 CSI-RS measurements are used as the input of the channel prediction block shown in Figure 1, which outputs 4 predicted channels. The CSI prediction related parameters are set to 5/5ms for the observation window and 4/5ms/5ms for the prediction window. The UE speed is 30km/h. Ideal channel estimation is assumed at the UE side, and we will consider practical channel estimation in our continue studies.
3.1.3 SGCS gain over baselines
The comparison of mean SGCS gain between the AI-based TSF compression vs Rel. 18 eType II codebook based compression can be seen in the following figure:
[image: ]
Figure 3 SGCS gain of AI-based TSF Compression over Rel. 18 eType II codebook as a function of CSI payload size. Observation window of 5/5ms, prediction window of 4/5ms/5ms, UE speed of 30km/h, and ideal channel estimation at UE is used.

From the above figure, we can observe that AI prediction offers performance gain compared to the AR prediction. Additional gains can be obtained by implementing AI-based TSF compression Case 3 instead of Rel. 18 eType II codebook after the prediction block. The gains vary for different payload sizes. In average, the SGCS gain of AI-TSF compression Case 3 compared to the Rel. 18 eType II codebook for the case of AI CSI prediction is used, is in the range of 1.9% to 8.5%.
A more detail SGCS performance can be seen in the following table, where the SGCS performance is listed for each prediction occasion for the case of AI-based CSI prediction followed by rel. 18 eType II compression and AI-based CSI prediction followed by AI-TSF compression Case 3.
Table 2 SGCS performance for each predicted occasion.
	Payload size (bits)
	Rel. 18 eType II
	AI TSF Compression Case 3

	
	1st
	2nd
	3rd
	4th
	1st
	2nd
	3rd
	4th

	65
	0.6080
	0.5963
	0.5625
	0.5178
	0.6636
(9.1%)
	0.6468
(8.5%)
	0.6087
(8.2%)
	0.5598
(8.1%)

	172
	0.6873
	0.6673
	0.6204
	0.5639
	0.7334
(6.7%)
	0.6971
(4.5%)
	0.6447
(3.9%)
	0.5891
(4.5%)

	208
	0.7218
	0.7038
	0.6496
	0.5820
	0.7478
(3.6%)
	0.7076
(0.5%)
	0.6544
(0.7%)
	0.5970
(2.6%)

	322
	0.7432
	0.7197
	0.6620
	0.5910
	0.7842
(5.5%)
	0.7330
(1.8%)
	0.6745
(1.9%)
	0.6113
(3.4%)

	436
	0.7471
	0.7220
	0.6632
	0.5922
	0.8113
(8.6%)
	0.7562
(4.7%)
	0.6924
(4.4%)
	0.6218
(5.0%)

	541
	0.7645
	0.7376
	0.6757
	0.6008
	0.8299
(8.6%)
	0.7704
(4.4%)
	0.7017
(3.8%)
	0.6288
(4.7%)



[bookmark: _Toc166249425]In the AI-TSF compression Case 3, where UE performs prediction in a separate step before compression (i.e., joint UE-sided CSI prediction followed by two-sided TSF CSI compression), under ideal channel estimation assumption, a small to moderate SGCS gain compared to the UE-sided AI-based CSI prediction with Rel-18 MIMO eType II codebook for CSI feedback, is observed.
Conclusion
In the previous sections we made the following observations: 
Observation 1	The network complexity to deal with performance monitoring and fault responsibility assessment may be much larger with the use of localized models/model transfer solutions, compared to a fixed and RAN4/5 tested AI/ML model. The study needs to emphasize more on the required monitoring/fault detection solutions and its complexity for NW and UE side.
Observation 2	Based on the standardized reference model in RAN1 Option 1 (RAN4 Option 3 or RAN4 Option 4), UE side and NW side can independently further improve their actual UE-part model and NW-part model using filed dataset if needed.
Observation 3	Option 5a requires significant multi-vendor offline collaboration to align the reference model design (e.g., which part(s) of the two-sided model shall be exchanged and the model format).
Observation 4	For Option 3a, to minimize the inter-vendor collaboration, the format and structure of all the information to be exchanged from the NW-side to the UE-side should be standardized, where the exchanged information including at least parameters of the reference model, training/testing dataset or information related to collecting training/testing dataset, and performance target.
Observation 5	For Option 3a, each UE/chipset vendor needs to train different CSI generation models for different NW vendors, and when operation in the field, a UE needs to be able to load different CSI generation models depending on at least which network vendor it is connected to.
Observation 6	For Option 3a, it is unclear how the operation can identify the responsibility if two-sided model fails in operation in the field.
Observation 7	For Option 3a, offline delivery of the exchange information requires offline inter-vendor collaboration effort for aligning the delivery solution; the over-the-air delivery method has high complexity, and the feasibility of over-the-air delivery is questionable.
Observation 8	Compared to Option 3a, Option 3b has lower inter-vendor collaboration complexity, but may have limited performance in the field. Further study is needed.
Observation 9	Option 5b requires significantly higher inter-vendor collaboration complexity compared to Option 3b, and the benefit of Option 5b over Option 3b is unclear.
Observation 10	For Option 4-1, it is unclear whether and how the UE-side can check if its trained CSI generation model is compatible with the CSI reconstruction model at the NW-side, and whether the paired model fulfils the performance target.
Observation 11	For Option 4-2 and 4-3, it is not feasible for the NW-side to provide reconstructed target CSI samples to the UE-side, since it risks the NW-side to disclose its proprietary implementation related information.
Observation 12	For Option 4, each UE/chipset vendor needs to train different CSI generation models for different NW vendors, and when operation in the field, a UE needs to be able to load different CSI generation models depending on at least which network vendor it is connected to.
Observation 13	For Option 4, offline dataset delivery requires offline inter-vendor collaboration effort for aligning the delivery solution; the over-the-air delivery method has high complexity, and the feasibility of over-the-air delivery is questionable.
Observation 14	In the AI-TSF compression Case 3, where UE performs prediction in a separate step before compression (i.e., joint UE-sided CSI prediction followed by two-sided TSF CSI compression), under ideal channel estimation assumption, a small to moderate SGCS gain compared to the UE-sided AI-based CSI prediction with Rel-18 MIMO eType II codebook for CSI feedback, is observed.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For RAN1 Option 1, 3, 4, 5, study performance monitoring mechanisms including the feasibility and complexity, for ensuring the performance of two-sided models when operating in the field.
Proposal 2	For RAN1 Option 1, 3, 4, 5, study how to detect root cause of faulty performance for CSI compression using two-sided models.
Proposal 3	RAN1 study methods to further improve two-sided model performance based on standardized reference model (i.e., RAN1 Option 1 and RAN 4 Option 3/4) and still maintain interoperability, including at least the following aspects:
	UE-side and/or NW-side independently improve their actual UE-part model and NW-part model using a dataset B dataset, which is different from the dataset A used for defining the standardized reference model.
	Monitoring mechanisms, including feasibility and complexity, to monitor the performance of the enhanced two-side model when operating in the field.
	How can the operator identify the responsibility if the enhanced two-sided model fails in operation in the field?
Proposal 4	For inter-vendor training collaboration, deprioritize UE-side first training cases for RAN1 Option 3/4/5, where the exchange of parameter/dataset/model originating from the UE-side and ending at the NW-side.
Proposal 5	Deprioritize Option 5a for inter-vendor training collaboration.
Proposal 6	Deprioritize option 3a-2 for parameters exchanged from the NW-side to UE-side.
Proposal 7	For Option 3a, deprioritize over-the-air delivery method for exchanging information from the NW-side to UE-side.
Proposal 8	For Option 3a, further study the following aspects:
	The feasibility and complexity of standardizing the structure of the reference model.
	The necessary information to be exchanged from the NW-side to the UE-side, including at least parameters of the reference model, training/testing dataset or information related to collecting training/testing dataset, and performance target.
	The feasibility and complexity of standardizing at least the format and structure of all information to be exchanged from the NW-side to UE-side.
	The feasibility and complexity of standardizing a delivery method that does not involve over the air delivery.
	The methods, including feasibility and complexity, for supporting a UE to be loaded with different CSI generation models depending on at least which network vendor it connects to, without disclosing NW proprietary information.
	Monitoring mechanisms, including feasibility and complexity, to monitor performance of the enhanced two-side model when operating in the field.
	How can the operator identify the responsibility if the two-sided model fails in operation in the field?
	Comparison among different sub-options (Option 3a-1, 3a-2, and 3a-3).
Proposal 9	For Option 3b, to mitigate inter-vendor collaboration complexity and improve feasibility for UE to use received parameters directly for inference, at least the model parameter precision and input data pre-processing must be standardized together with the CSI generation model structure. RAN1 should conclude on the required additional information that needs to be standardized to enable option 3b.
Proposal 10	For Option 3b, further study the following aspects:
	The feasibility and complexity of standardizing the CSI generation model structure.
	The feasibility and complexity of standardizing the model parameter precision and input data pre-processing for the CSI generation model.
	Any additional information that needs to be standardized to improve the feasibility for a UE to use received parameters directly for inference?
	Monitoring mechanisms, including feasibility and complexity, to monitor performance of the enhanced two-side model when operating in the field.
	How can the operator identify the responsibility if the two-sided model fails in operation in the field?
	The performance comparison between Option 3a and Option 3b.
Proposal 11	Deprioritize Option 5b for inter-vendor training collaboration.
Proposal 12	For Option 4, deprioritize over-the-air delivery method for exchanging information from the NW-side to UE-side.
Proposal 13	Deprioritize Option 4-2 and 4-3 for inter-vendor training collaboration.
Proposal 14	For Option 4-1, further study the following aspects:
	The necessary information to be exchanged from the NW-side to the UE-side, including at least training/testing dataset and performance target.
	The feasibility and complexity of standardizing at least the format and structure of all information to be exchanged from the NW-side to UE-side.
	The feasibility and complexity of standardizing a delivery method that does not involve over the air delivery.
	The methods, including feasibility and complexity, for supporting a UE to be loaded with different CSI generation models depending on at least which network vendor it connects to, without disclosing NW proprietary information.
	How to check if the trained CSI generation model at the UE-side is compatible with the CSI reconstruction model at the NW-side, and whether the paired model fulfils the performance target？
	Monitoring mechanisms, including feasibility and complexity, to monitor performance of the enhanced two-side model when operating in the field.
	How can the operator identify the responsibility if the two-sided model fails in operation in the field?
[bookmark: _In-sequence_SDU_delivery] 
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Appendix
[bookmark: _Ref163217697]Table 4	Parameters used for data collection.
	Parameter
	Value

	Waveform
	OFDM

	Scenario
	Urban dense macro

	Carrier frequency
	2 GHz

	Inter-BS distance
	200 m

	Number of samples
	300K samples for training and 2.5K samples for testing

	UE mobility
	30 km/h

	Channel sampling frequency
	1 ms

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH, dV) = (0.5, 0.8) λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH, dV) = (0.5, 0.5) λ 

	BS Tx power
	41 dBm for 10MHz

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9 dB

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15 KHz

	Simulation bandwidth
	10 MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	UE distribution
	100% outdoor. 

	Channel estimation         
	Ideal Channel estimation

	Spatial consistency 
	yes
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