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Introduction
[bookmark: _Hlk510705081]In this contribution we present our view on the Release 19 WID objectives for XR [NR_XR_Ph3] in RP-240791 [1]. Particularly, the contribution discusses the following note: 
	NOTE: 	Whether / to what extent network exposure / RAN awareness / e.g. RAN involved rate control, possibly additional info for DL scheduling, parallel with SA2 work, shall be covered in this WI is TBD.



Discussion 
Uplink rate control (e.g. via RAN congestion indication) was discussed in RAN#103 with the motivation that the XR application may dynamically adjust its codec parameters based on the potential congestion at RAN side. We understand the intention to ensure high quality XR user experience. On the other hand, it is also worth considering and discussing the following points related to congestion indication / exposure especially considering the existing solutions, e.g., the L4S based solution, which is already supported in 3GPP:
L4S is able to provide feedback on the congestion along the entire network path between the traffic sender (UE or tethered device) and the receiver (App Server or another UE or tethered device) [2]. Thus, it is generally applicable to different scenarios. As illustrated in Figure 1 and Figure 2, assuming the bottleneck is the link between the UE and the gNB in both scenarios, L4S can be applied to detect congestion for both scenarios. 
In the scenario illustrated in Figure 2, where the application is running on the tethered device, congestion indication from gNB to UE (or UE’s local congestion detection) does not help solving the issue, since the congestion indication should be forwarded to the tethered device, but this is out of the scope of 3GPP, and it is not guaranteed that the solution would work in practice. However, L4S can provide congestion feedback also in this scenario.
When using L4S, the sender (e.g., the XR application running on the UE) can only react to congestion based on feedback from the receiver (e.g., the application running on the Server). Therefore, there is latency of at most one sender-receiver RTT before any congestion is detected. Having said that, for latency sensitive XR applications the UE to AS RTT is expected to be quite low, especially in the case of split-rendering architectures where the XR server is installed in the Edge Data Network. Therefore, the L4S feedback indicating congestion is also received faster than in the general case.
The fastest way to detect congestion on the UE’s uplink for applications running in the UE is to do it by a UE implementation-based solution: UE can always check buffer status and understand whether there is congestion (e.g., buffer grows is a proxy for congestion; e.g., an internal interrupt can be generated, or the buffer status can be exposed to the operating system). We observe that UE MAC is already monitoring the buffer status at different UP layers to generate BSR as illustrated in Figure 3. Therefore, a UE implementation-based solution to detect congestion on the 3GPP interface by exporting buffer status and/or by generating would be feasible considering BSR functionalities already implemented by the UE.
· This implementation-based solution would also allow the UE based application to react faster than e.g. based on L4S feedback. This faster local feedback and reaction can be used in complementary fashion to L4S’s path-level feedback and up to UE implementation without bringing any impact on 3GPP specifications. 
In case of supporting XR traffic with GBR, the achievable data rate is known. Therefore, congestion should not happen. If that happens, it is due to the UE overshooting the guaranteed rate.
In Rel-18 XRM work, in addition to L4S based solution, it is also specified that the congestion information can be reported from RAN to UPF and from UPF to the AF. With the help of this method, AF can learn RAN provided "congestion level" information for both UL and DL direction. And hence, even without L4S support or usage, this method can be used to solve the congestion problem as well.
Availability of the solution: 3GPP already specified both L4S based solution and non-L4S based solution which can be implemented already now. Introducing yet another (late coming) partial solution in Rel-19 to solve the same/similar problem may not be a good direction to go.
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Figure 1 – XR application installed on UE device.
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Figure 2 – XR application installed on tethered device. UE share the connection to the mobile network using tethered link based on a non-3GPP technology.
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Figure 3 – UE MAC monitors the buffer size for generating BSR. Therefore, a UE implementation-based solution exporting buffer status and/or generating an interrupt when certain conditions are fulfilled enables fast and flexible congestion detection.

The points discussed above lead to the following observations:

Observation 1: Existing L4S solution can indicate a congestion along the entire network path for various scenarios, including tethered use cases.
Observation 2: The benefits of introducing alternative solution (in addition to already specified solution) to indicate congestion that is only applicable to a limited range of scenarios are not clear.

Based on the discussion above, the following proposal is made:
Proposal 1: For RAN awareness congestion indication solutions, compare it against currently available solutions, consider drawbacks including limited applicability of proposed solutions and discuss the motivation of adding alternative solutions. 

Conclusion
The contribution is concluded with following summary of Observations:
Observation 1: Existing L4S solution can indicate a congestion along the entire network path for various scenarios, including tethered use cases.
Observation 2: The benefits of introducing alternative solution (in addition to already specified solution) to indicate congestion that is only applicable to a limited range of scenarios are not clear.

Additionally, the following Proposal has been made:
Proposal 1: For RAN awareness congestion indication solutions, compare it against currently available solutions, consider drawbacks including limited applicability of proposed solutions and discuss the motivation of adding alternative solutions. 
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