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[bookmark: _Toc116995841]Introduction
The discussions on AI/ML enabled BM use case were continued in RAN4#110bis in the scope of Rel-19 WI based on the outcomes of the Rel-18 SI. Agreements achieved during this meeting are summarized in the agreed ad hoc minutes [1] and WF [2].
Some of the issues related to AI/ML enabled BM-Case1 and BM-Case2 require further discussion, as follows:
· [bookmark: _Hlk134788564]Performance metrics 
· Performance monitoring
· Measurement accuracy requirements
· Impacts on TCI states related requirements
· Testability aspects
· Generalization aspects
· [bookmark: _Hlk161400109]LCM related aspects and core requirements
In this paper, we provide some additional views on the topics listed above.
[bookmark: _Toc116995842]Discussion
Metrics/KPI
This section discusses the performance metrics for UE-sided model. During SI, RAN4 studied different test metrics for 
performance requirements for AI/ML enabled BM use case.  Here is an extract from 3GPP TR 38.843 V18.0.0 [3]: Both spatial-domain DL beam prediction and temporal DL beam prediction are considered. 
For metrics for beam management requirements/tests, the following test metrics/KPIs are identified and could be considered,

-	Option 1: RSRP accuracy

-	Option 2: Beam prediction accuracy 
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam" 
-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams", where K >1 and values can be reported.
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
 
-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB,  
-	Related measurement accuracy can be considered to determine x 

-	Option 4: combinations of above options 

The overhead/latency reduction should be considered for the requirements as the side condition.  
 



In our view, Options 1 and Option 2 are more relevant test metrics for the performance evaluation of BM-Case1 and BM-Case2 following details in Table 1. However, we also support Option 3.  
Table 1 shows the possible options for performance metrics/KPIs for BM-Case1 and BM-Case2 regarding RAN1 discussion. The calculated performance metric or relevant KPIs following Table 1 can be used for evaluation the operability of the functionality. 


Table 1: Beam prediction output and relative performance metrics considered in RAN1 for BM-Case1 and BM-Case2
	Beam prediction output
	BM-Case1
	BM-Case2

	
	Performance metrics
	Usage of performance metrics
	Performance metrics
	Usage of performance metrics

	Top-K predicted beam IDs
	Top-1(%) or Top-K/1(%) beam accuracy








	Option 2: Beam prediction accuracy




  
	Top-1(%) or Top-K/1(%) accuracy for N future time instances.
(N =1,2,3,4)


	Option 2: Beam prediction accuracy 






	Predicted L1-RSRP and Top-K predicted beam IDs
	Top-1(%) or Top-K/1(%) beam accuracy 

	Option 2: Beam prediction accuracy 

	Top-1(%) or Top-K/1(%) beam accuracy 
for N future time instances 
(N =1,2,3,4) 


	Option 2: Beam prediction accuracy 
 

	
	L1-RSRP difference corresponding to Top-1 predicted beam 

(The difference between predicted L1-RSRP and the ideal L1-RSRP) 

	Option 1: RSRP accuracy 
 
	L1-RSRP difference for N future time instances 

(The difference between predicted L1-RSRP and the ideal L1-RSRP
in N future time instances 
(N =1,2,3,4) )
   
	Option 1: RSRP accuracy 



In Table 1, beam prediction output for both BM-Case1 and BM-Case2 can be i) Top-K predicted beam IDs or ii) Predicted L1-RSRP and Top-K predicted beam IDs. 
For Top-K predicted beam IDs output, the performance metric could be Top-1(%) or Top-K/1(%) beam accuracy for BM-Case1 and Top-1(%) or Top-K/1(%) beam accuracy for N (N=1,2,3,4)  future time instances for BM-Case2, where this metric can be used in Option 2 (Beam prediction accuracy test metric/KPI). 
For predicted L1-RSRP and Top-K predicted beam IDs output, the performance metric could be Top-1(%) or Top-K/1(%) beam accuracy for BM-Case1 or Top-K/1(%) beam accuracy for N (N=1,2,3,4) future time instances for BM-Case2. It is possible to obtain L1-RSRP difference, where the difference between predicted L1-RSRP and ideal L1-RSRP is calculated for BM-Case1. While the L1-RSRP difference for N (N=1,2,3,4) future time instances is for BM-Case2. 
In case if the output of the AI/ML functionality is only beam id (though it will depend upon RAN1 design) and if the AI/ML functionality predicts a beam id whose L1-RSRP is lower than the L1-RSRP of the strongest beam but with a very low margin (say ‘x’ dB) then the predicted output can still be considered a correct one but the value of ‘x’ must be selected very carefully and it should be much lower than tolerable L1-RSRP measurement accuracy error. Therefore, we also support Option 3 but with the condition that the value of ‘x’ must be much lower than the acceptable L1-RSRP measurement accuracy error.
[bookmark: _Hlk163498635]We support Option1, Option 2 and Option 3 to cover different cases of AI/ML enabled BM use case for both BM-Case1 and BM-Case2. But in Option 3, the value of ‘x’ must be further discussed and must be much lower than the acceptable L1-RSRP measurement accuracy error. 


Performance Monitoring for AI/ML enabled BM
Functionality performance monitoring is a key procedure part of the Functionality based LCM, which ensures the NW can collect the required performance metrics/indicators from the UE, and then take the functionality activation/ deactivation/ switching/ fallback actions.
RAN1 is discussing about the necessary signaling mechanism(s) to facilitate performance monitoring for the beam prediction functionality running at the UE side. Following RAN1 discussion, we would need to prioritize on different options for performance monitoring for AI/ML Enabled BM-Case1 and BM-Case2, and RAN4 would potentially evaluate any impacts on RAN4 requirements and tests. Multiple performance monitoring options are being discussed in RAN1 Rel-19 AI/ML Beam Management, our view on these options is available in our accompanying paper [4], Here is an extract from [4]: 

· Option 1: NW-side performance monitoring 
· The performance monitoring is at NW side, where the NW may need to configure/indicate a RS resource set to consider as monitoring RS resources where the UE can measure these monitoring RS resources and report back to NW. Based on the reported measurements corresponding to the monitoring RS resources and inference related reports, the NW can calculate performance metrics, and the calculated performance metric can be used to evaluate the operability of CSI report associated with beam prediction functionality.
· Option 2: UE-assisted performance monitoring
· The performance monitoring is at UE side, where the UE could be configured to report performance metric(s), such as beam prediction accuracy, RSRP difference, etc. The calculated performance metric can be reported to enable NW to evaluate the operability of the functionality. However, the performance monitoring in option 2 could be based on the reporting of intermediate KPIs.
· Option 3: UE sided performance monitoring
· The performance monitoring is at UE side, where the NW can configure the UE for AI/ML functionality monitoring with dedicated resources that can be measured and used by UE to calculate performance metrics. Finally, the UE calculates performance metrics and determine whether functionality is suitable or not suitable. Following 3GPP TR 38.843 V18.0.0 [3], for this type of performance monitoring, the UE makes decisions such as model selection, activation, deactivation, switching and fallback operations. In this approach, the UE autonomously perform actions and decide to disable functionality switching or switching to legacy beam management operation. 

In Option 1 (NW-side performance monitoring) and Option2 (UE-assisted performance monitoring), the NW would be notified any performance monitoring degradation and can control any LCM related operations at UE-side model. 
On the other hand, in Option 3 (UE-sided performance monitoring), the UE can perform functionality switching or switching to legacy beam management operation autonomously. The NW cannot control any model LCM-related operations at the UE. It is not desirable to allow the UE to switch to other functionalities autonomously since it may lead to configuration issues. For example, if the UE decides to switch from functionality configured for BM-Case1 to legacy beam management operation, the UE should be configured with different set of resources to perform all the measurements required to operate with legacy beam management. Therefore, in Option 3, the NW will not be able to reconfigure the UE until it had notified that the functionality is no longer suitable, and a switching is required.   

[bookmark: _Hlk166506782]Different options for performance monitoring under discussion in RAN1 BM might potentially have different core requirements impacts in RAN4. 
[bookmark: _Hlk166506811]RAN4 should consider Core requirements related to performance monitoring for Option 1 (NW side performance monitoring) and Option 2 (UE-assisted performance monitoring), if there is an impact on legacy measurement reporting.
Measurement Accuracy requirements 
The impact of measurement error for inference operation is proposed in this section. Figure 1 illustrates the performance evaluation for AI/ML and non-AI/ML methods with and without measurements error, where the RSRP difference between Top-1 genie-aided beam and Top-1 predicted beam are compared. We consider BM-Case1 for Set B is subset of Set A, where Set A and Set B are configured with codebook size 32 beams and 8 beams, respectively. The details of parameters setting are provided in Rel 18 AI/ML beam management study item R1-2307240.
Two baseline approaches of non-AI/ML methods for performance comparisons are as follows:
Baseline 1 : non-AI/ML (exhaustive search), the best beam is selected from  Set A codebook beams where the measurement of all RS resources or all codebook beams in Set A are considered. 
Baseline 2: non-AI/ML reduced search, the best beam is selected from Set B codebook beams where the measurement of all RS resources or all codebook beams in Set B are considered. 
In all approaches, the selection Top-1 beam is among the Tx beams (32 codebook beams) and assuming that the Rx beam is corresponding to the highest RSRP values. In Figure 1, we can see that the measurement error has significant impact on the RSRP error (dB) which is obtained by comparing the RSRP value of Top-1 predicted beam and the RSRP value of Top-1 genie-aided beam. For AI/ML model approach, at 90-th CDF percentile, the RSRP difference between with and without error is 7.79 dB. While the RSRP difference between with and without error for exhaustive search method is 3.23 dB and for reduce search method is 1.3 dB, respectively.  

[image: A graph of a computer error

Description automatically generated]
Figure 1: Performance evaluation of non-AI/ML baseline approaches and with AI/ML method with and without measurement error
Table 2. Difference at 90-th CDF percentile W and W/O measurement error (AWGN sigma = +-6 dB @95 percentile)
	Methods
	RSRP difference (dB)

	non-ML (exhaustive search)
	3.23

	AI/ML method
	7.79

	non-ML(reduced search)
	1.3



When there is large measurement error during inference phase. e.g., Normal distributed error in order of sigma  = +-6 dB, the performance of AI/ML method significantly degrades compared to the performance of both (exhaustive search and reduced search) legacy non AI/ML methods.

[bookmark: _Hlk166506828]If legacy measurement accuracy requirements for L1-RSRP are followed during inference phase of AI/ML based BM-Case1, then the performance of L1-RSRP accuracy may be worse than legacy.
[bookmark: _Hlk166506855]RAN4 should discuss whether it is acceptable to reduce legacy accuracy performance requirement for L1-RSRP in case AI/ML based BM-Case1.
[bookmark: _Hlk166506870]RAN4 to further consider whether to tighten L1-RSRP measurement accuracy requirements for AI/ML based BM-Case1 to maintain measurement accuracy performance for L1-RSRP.

Impacts on TCI states related requirements
The core requirements related to beam indication (TCI indication/activation) is discussed in this Section. In Rel-19 AI/ML BM, the measurements of the Set B of beams are used as input to the ML model, that outputs the best K beams (beam indices and/or L1-RSRP values) from a different or overlapping Set A of beams. For a UE-sided model, Set A and B can be provided with the CSI reporting configurations. The NW can determine whether any changes are required in the set of active TCI states, and if yes, the NW can adapt the set of active TCI states based on the prediction report received from the UE. Here, the NW needs to ensure that the RS resource corresponding to the activated/indicated beams can be measured by the UE prior any beam indication takes place corresponding to the predicted RS resource.  

The UE may not have measured the RS resource included in the indicated/activated TCI state since the beam prediction may be based on a subset of beam measurements (Set B) to predict beam(s) from Set A. In this case, the indicated TCI state may cause the UE to apply beam switching delay based on unknown TCI state. Subsequently, this may frequently cause longer switching delays.  

[bookmark: _Hlk166506893]RAN4 should consider impacts on latency requirements for known and unknown TCI states for BM-Case1 and BM-Case2.


Testability Aspects
Testability aspects for AI/ML based BM use case were discussed in RAN4#110bis meeting. Several companies had very different views on aspects related to channel models, number of probes and UE rotation. In this section, we will provide our view on these aspects. 
Channel models
During RAN4#110bis meeting, several companies raised the concern that focusing only on CDL channel model for AI/ML based BM use case may not be necessary and AWGN channel model should not be discarded. The advantage of AWGN channel model-based test setup is that it is relatively simple and can be more accurately calibrated. Furthermore, if RAN1 design solely rely on L1-RSRP measurements for AI/ML based beam predictions, then adding diversity related to AoAs (Angle of Arrivals) may not be necessary for the test setup and variation in signal strength may be sufficient. Therefore, we support the view that AWGN should also be considered for test setup of AI/ML based BM use case.
[bookmark: _Hlk163498724]If RAN1 design rely only on L1-RSRP measurements for AI/ML based BM use case, then AWGN channel model may be sufficient for testing setup of this use case.
[bookmark: _Hlk163498758]For AI/ML enabled BM use case, in addition of CDL model, RAN4 should also consider using AWGN channel model for testability aspects. 

Maximum number of probes
For AI/ML enabled BM use cases, a very high number of beams need to be created in the chamber in a timely fashion. Furthermore, since AWGN channel can also be considered for the test setup of AI/ML based BM use case, therefore, there should not be any need to have very high number of probes in this test setup. 
[bookmark: _Hlk163498776]For AI/ML enabled BM use case, RAN4 should target to reuse existing test setups/systems and should use number of probes not higher than number of probes used in legacy tests (e.g. multi-Rx).
UE rotation
UE rotation has already been considered in legacy test setups, such as multiRx test setups. Therefore, such mechanisms may also be considered for AI/ML enabled BM use case.
[bookmark: _Hlk163498816]UE rotation should be considered in the testing setup for AI/ML enabled BM use case.

Generalization Aspects
Generalization aspects were studied during the Rel. 18 SI, RP-213599. TR 38.843 captured the following aspects on Generalization: 
The necessity and feasibility of defining requirements or test to verify the generalization of AI/ML is studied.  
The goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing: 
· details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality.

· what the minimum level performance for each identified scenario and/or configuration is.

· what the significant degradation for other scenarios and/or configurations is 

It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition. As for the handling of generalization tests, the following option is considered as baseline: 
· Signalling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test) 
· Specified UE configuration includes functionality and/or model ID if defined 



Generalization aspects were studied during the Rel. 18 SI, RP-213599. For AI/ML based BM-Case1 and BM-Case2, Generalization aspect is one of the main challenges for RAN4 testing. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration for AI/ML BM, therefore the same UE configuration is tested under different scenarios to verify the UE’s model capability to generalize. (environment for AI/ML based BM-Case1 and BM-Case2 differs in each test but not changing dynamically during the test)   

For identified scenarios in AI/ML enabled BM-Case1 and BM-Case2, the minimum level of performance may also need to be defined. Similarly acceptable tolerance margin for other scenarios may also need to be agreed, potentially based on simulation results. 

In the tables below, we attempt to capture different parameters that may be needed to define different generalization and scalability scenarios for AI/ML enabled BM use case.

1. Generalization Scenarios – Known set of parameters/configurations to both DUT / TE.
Parameters that should be considered for the definition of different generalization/scalability scenarios:
[bookmark: _Hlk163498930][bookmark: _Hlk166507704]Table 3: Parameters for Generalization Scenarios
	Parameters
	Description

	Propagation Model
	AWGN/CDL/Uma/UMi

	SINR
	Good / Bad Radio conditions

	UE Speed
	Slow / Medium / Fast

	 Channel propagation conditions
	LOS/NLOS



2. Scalability Scenarios only – Network may or may not know the change of the parameters/configurations.
[bookmark: _Hlk166507773]Table 4: Parameters for Scalability Scenarios
	[bookmark: _Hlk163499009]Parameters
	Description

	gNB antenna configurations
	gNB antenna array 2x4/4x8/8x16

	Variable number of Set B beams
	Set B 16/32/64 beams

	UE Rx beams
	UE Rx beams 4/8 beams per panel



[bookmark: _Hlk163498887]For the verification/testing of generalization related aspects in RAN4 for AI/ML enabled BM use case, RAN4 should define different scenarios based on parameters listed in Table 3.
[bookmark: _Hlk163498901][bookmark: _Hlk166507745]For the verification/testing of scalability related aspects in RAN4 for AI/ML enabled BM use case, RAN4 should define different scenarios based on parameters listed in Table 4.

LCM related requirements
In this section, we discuss the core requirements related LCM procedure. If performance monitoring detects a performance degradation to a point where a decision to either switch this model/functionality with another model/functionality is taken or a fallback to a legacy/default algorithm, it means that the AI/ML functionality is degrading the system performance and if this functionality, with detected performance degradation, keeps running then the impact on performance may be catastrophic.

Therefore, it is crucial to stop this model/functionality, either by falling back to legacy method or by switching to another model/functionality, within a specified time. The specified time allowed to switch/disable the model/functionality should guarantee that the system performance remains within the acceptable levels.

[bookmark: _Hlk163498835]If an LCM action is required and it is not taken in a timely manner, the performance for AI/ML enabled BM use case may be degraded to undesirable level.
[bookmark: _Hlk163498853][bookmark: _Hlk166507816]Core requirements should be considered to limit latency of LCM actions (e.g. activation/de-activation/switching/fallback to legacy) typical for AI/ML enabled BM-Case1 and BM-Case2.
[bookmark: _Toc116995848]
Conclusion
[bookmark: _Toc116995849]In this paper we share our views on potential RAN4 impacts from issues related to AI/ML enabled BM-Case1 and BM-Case2. Specifically, we cover following aspects:
· Performance metrics 
· Performance monitoring
· Measurement accuracy requirements
· Impacts on TCI states related requirements
· Testability aspects
· Generalization aspects
· LCM related aspects and core requirements
In the paper, the following Observations and Proposals were made:
Proposal 1: We support Option1, Option 2 and Option 3 to cover different cases of AI/ML enabled BM use case for both BM-Case1 and BM-Case2. But in Option 3, the value of ‘x’ must be further discussed and must be much lower than the acceptable L1-RSRP measurement accuracy error.
Observation 1: Different options for performance monitoring under discussion in RAN1 BM might potentially have different core requirements impacts in RAN4.
Proposal 2: RAN4 should consider Core requirements related to performance monitoring for Option 1 (NWside performance monitoring) and Option 2 (UE-assisted performance monitoring), if there is an impact on legacy measurement reporting.
Observation 2: If legacy measurement accuracy requirements for L1-RSRP are followed during inference phase of AI/ML based BM-Case1, then the performance of L1-RSRP accuracy may be worse than legacy.
Proposal 3: RAN4 should discuss whether it is acceptable to reduce legacy accuracy performance requirement for L1-RSRP in case AI/ML based BM-Case1.
Proposal 4: RAN4 to further consider whether to tighten L1-RSRP measurement accuracy requirements for AI/ML based BM-Case1 to maintain measurement accuracy performance for L1-RSRP.
Proposal 5: RAN4 should consider impacts on latency requirements for known and unknown TCI states for BM-Case1 and BM-Case2.
Observation 3: If RAN1 design rely only on L1-RSRP measurements for AI/ML based BM use case, then AWGN channel model may be sufficient for testing setup of this use case.
Proposal 6: For AI/ML enabled BM use case, in addition of CDL model, RAN4 should also consider using AWGN channel model for testability aspects.
Proposal 7: For AI/ML enabled BM use case, RAN4 should target to reuse existing test setups/systems and should use number of probes not higher than number of probes used in legacy tests (e.g. multi-Rx).
Proposal 8: UE rotation should be considered in the testing setup for AI/ML enabled BM use case.
Proposal 9: For the verification/testing of generalization related aspects in RAN4 for AI/ML enabled BM use case, RAN4 should define different scenarios based on parameters listed in the Table below.
Parameters for Generalization Scenarios
	Parameters
	Description

	Propagation Model
	AWGN/CDL/Uma/UMi

	SINR
	Good / Bad Radio conditions

	UE Speed
	Slow / Medium / Fast

	 Channel propagation conditions
	LOS/NLOS



Proposal 10: For the verification/testing of scalability related aspects in RAN4 for AI/ML enabled BM use case, RAN4 should define different scenarios based on parameters listed in the Table below.
Parameters for Scalability Scenarios
	Parameters
	Description

	gNB antenna configurations
	gNB antenna array 2x4/4x8/8x16

	Variable number of Set B beams
	Set B 16/32/64 beams

	UE Rx beams
	UE Rx beams 4/8 beams per panel



Observation 4: If an LCM action is required and it is not taken in a timely manner, the performance for AI/ML enabled BM use case may be degraded to undesirable level.
Proposal 11: Core requirements should be considered to limit latency of LCM actions (e.g. activation/de-activation/switching/fallback to legacy) typical for AI/ML enabled BM-Case1 and BM-Case2.
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