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Introduction
We present our view on the CSI use case in this contribution. We propose the model/evaluation parameters for option 3 based on the table agreed in the previous meeting [1,2] and analyze the potential options for specifying test decoders for option 4 in this contribution.
Discussion
Option 3 fully specified decoder proposals
In RAN4#110bis meeting, RAN4 concludes to consider the simulation parameters from RAN1 link level evaluation and RAN4 existing test configurations. By examining the parameters from both options, we propose the below table for RAN4 test decoder evaluation based on the principle of starting with simple scenarios for evaluation.
Proposal 1: Consider the following evaluation parameters:
Table 1: Evaluation setup parameter proposal
	Parameter
	Value

	Duplex, Waveform 
	FDD OFDM 

	Bandwidth
	20MHz

	Subcarrier spacing
	15kHz 

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C or TDL-A

	Doppler spread
	10Hz doppler

	Delay spread
	30ns 

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) or ideal DL channel estimation

	Rank per UE
	Rank 1

	Latent message size
	Use power of 2, choose from 32, 64, 128, 256 and 512 bits.


Channel model requires more discussion in RAN4, we analyze both options in the following:
· CDL-C: RAN1 already use it for evaluation and it is captured in TR. RAN1 have done much system level evaluation and CDL model aligns better with RAN1 system level evaluation. However, it is different from RAN4 CSI test setup, and based on R19 channel model SID discussion, emulation for such channel in RAN4 environment could be infeasible and simplification is needed.
· TDL-A: It’s a common channel condition used in RAN4 test setup and RAN4 evaluations. No issue for emulation feasibility. However, RAN1 never evaluated channel conditions similar to TDL channels before, and more efforts are needed for RAN4 evaluation if we choose TDL channels. 
We illustrate our proposal of test decoder in the figure below, and propose the test decoder parameters as follows: 
Proposal 2: We propose a set of test decoder model parameters in Table 2 and depict it in Figure 1. Although the proposal is for test decoder, we include the paired encoder (Figure 1) to better represent the overall structure proposal.
Figure 1: Test decoder structure proposal and its paired encoder structureScalar quantizer
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Table 2: Test decoder parameter proposal
	Category
	Parameter
	Proposal

	Model architecture parameters (orange) 
Assumption: encoder model is the mirror of decoder model
	Model type
	MLP 

	
	Model depth
	Three linear layers (with one activation function)

	
	Layer type/size
	MLP with expansion factor N = 4, and each layer/function is described in the following
·  1st linear layer: input is latent message of size Zdim and output is a vector of size nSB x nTx
· Reshape: convert the vector of size nSB x nTx to nSB vectors with size nTx
· 2nd Linear layer: For each subband, the input is a vector of  size nTx, and the output is a vector of size N x nTx. The same linear layer is applied to each of nSB subbands.
·  Activation function: GELU
· 3rd Linear layer: the input is a vector of size N x nTx, and the output is with a vector of size nTx. The same linear layer is applied to each of nSB subbands.
Note: 2nd linear layer, Activation function, 3rd linear layer are shown as “MLP” is Figure 1.

	
	Fixed point representation
	TBD

	
	Format of input to encoder/output of decoder
	TBD

	
	Quantization method for the encoder output (encoder)
	Scalar quantizer, with 2 bits per dimension

	Training related parameters
	Loss function
	SGCS

	
	Training dataset
	Encoder input dataset should cover all the contributing companies’ encoder input data



Since the model type has to be decided before discussing other model related parameters, we propose to focus on model type discussion.
Proposal 3: In the feasibility study of demonstrating that deriving a fully specified test decoder is feasible, RAN4 first discuss to decide model type for the test decoder.
Option 4 partially specified decoder proposals
In TR 38.843, we require partially specified decoders to satisfy the principle of test repeatability/bounded variation across implementations:
Test repeatability should be ensured (variation among TE vendor implementations should be bound)
Test repeatability is guaranteed by the decoder output consistency/similarity given the same encoder output (latent message) among test decoders implemented by TE vendors. The simplest way to achieve testability is option 3, fully specified test decoder. However, when the agreed decoder will be captured in the spec as the standardized test decoder, reaching agreements in RAN4 may be more challenging. Therefore, we explore the options to derive the partially specified test decoder and correspondingly, what should be captured in specification. We start with the options which requires RAN4 to agree a pair of encoder and decoder (with full details, call them reference encoder/decoder to distinguish them from test decoder), but instead of capturing the decoder as test decoder on the specification, RAN4 captures the items close related to the test decoder in specification.
The first option we explore is after RAN4 agrees a pair of encoder and decoder with full details (from model structure down to every weights/connections on all layers) and an encoder input data generation procedure, RAN4 can use this encoder/decoder pair and the generation procedure to generate a set of decoder input and output data and capture this dataset in the specification. TE vendors are expected to train their test decoder based on the specified dataset. RAN4 also needs to specify a test decoder verification procedure based on the specified dataset to ensure TE vendors done the training correctly. We call this option the standardized dataset, option 4a-1.
The second option we explore is after RAN4 agrees a pair of encoder and decoder with full details (from model structure down to every agreed parameters in the test decoder parameter table in the previous meeting WF[1]) and an encoder input data generation procedure, RAN4 can capture the encoder/decoder as a reference encoder/decoder pair and the encoder input data generation procedure in the specification. TE vendors are expected to train their test decoder based on the specified reference encoder, UE vendors can train their encoder based on the specified reference decoder, and both vendors can leverage the encoder input data generation procedure. RAN4 also needs to specify a test decoder verification procedure based on the specified reference encoder and encoder input data generation procedure to ensure TE vendors done the training correctly. Note that TE test decoder may not need to be the same as the reference decoder. We call this option the reference encoder, option 4b.
Then we consider the options which doesn’t require RAN4 to agree a pair of encoder and decoder. RAN4 can first achieve some agreements (e.g., part of but not all the parameters in the test decoder parameter table in the previous meeting WF[1]) for the test decoder, and companies can design their own encoder/decoder pairs to contribute the (decoder input, decoder output) dataset to RAN4. RAN4 then aggregates all the datasets from all the contributing companies, and capture the aggregated dataset in the specification. We call this option the standardized aggregated dataset, option 4a-2.
The following table compares the above listed options, together with option 3 fully specified test decoder as reference:
Table 3: Partially specified decoder options comparison
	
	Option 3 fully specified decoder
	Option 4a-1 standardized dataset
	Option 4b reference encoder/decoder pair
	Option 4a-2 standardized aggregated dataset

	Required RAN4 agreement (in the WF, not spec)
	· Encoder input generation procedure
· (Likely to have it as the by-product of test decoder) an encoder with full details
	· An encoder/ decoder pair with full details
· Encoder input generation procedure

	· Encoder input generation procedure

	Part of the encoder/decoder model parameters 

	RAN4 specification
	A test decoder with full details
	· Dataset of (decoder input, decoder output) from the agreed encoder/ decoder pair
· Decoder verification procedure
	· A reference encoder/decoder pair with full details
· Decoder verification procedure
	· Aggregated dataset of (decoder input, decoder output) from each contributing companies’ encoder/ decoder pair
· Decoder verification procedure

	Note that “with full details” refers to agreed parameters from model structures, depth, size, quantization etc, i.e., every agreed parameters in the test decoder parameter table in the previous meeting WF[1].



Proposal 4: RAN4 consider the following options for deriving the partially specified test decoder specifications:
· Option 4a-1 standardized dataset
· Step 1: RAN4 agrees a pair of encoder and decoder with full details (same as fully specified decoder discussion) and an encoder input data generation procedure.
· Step 2: RAN4 uses this encoder/decoder pair and the generation procedure to generate a set of decoder input and output data and captures this dataset in the specification.
· Step 3: RAN4 specifies a test decoder verification procedure based on the specified dataset.
· Option 4a-2 standardized aggregated dataset
· Step 1: RAN4 achieves some agreements (e.g., part of but not all the parameters in the test decoder parameter table in the previous meeting WF[1]) for the test decoder.
· Step 2: Interested companies can design their own encoder/decoder pairs based on the agreements to contribute the (decoder input, decoder output) dataset to RAN4
· Step 3: RAN4 aggregates the datasets from all the contributing companies, and capture the aggregated dataset in the specification
· Step 4: RAN4 specifies a test decoder verification procedure based on the specified dataset.
· Option 4b reference encoder/decoder pair
· Step 1: RAN4 agrees a pair of encoder and decoder with full details (same as fully specified decoder discussion) and an encoder input data generation procedure
· Step 2: RAN4 capture the encoder/decoder as a reference encoder/decoder pair and the encoder input data generation procedure in the specification. Note that TE test decoder may not need to be the same as the reference decoder.
· Step 3: RAN4 specifies a test decoder verification procedure based on the reference encoder.

For option 4a-2, it’s not obvious that there exists a test decoder that can properly recover the encoder input from the encoder output, given that the dataset is from multiple encoder and decoder pairs.
For option 4a-1 and 4b, we provide mathematical analysis for the above proposed options from the perspective of test repeatability/decoder output consistency. We first define the following sets
· Encoder input sets:
: the set of encoder input from RAN4 generation procedure
: the set of encoder input from UE generation procedure
: RAN4 specified encoder input dataset
· Latent message spaces/sets
: the set of all the possible latent messages
 the set of the output from reference encoder,  when the input is from RAN4 generation procedure in set 
 RAN4 specified latent dataset
· Decoder output spaces
 the set of output from speficifed test decoder from input set Z
 RAN4 specified decoder output dataset
And a few additional notations
 the set of A excluding the intersection of set A and B
The encoder output of an encoder  from input is  denoted by , and the decoder output of a decoder  from input is  denoted by . We denote UE encoder by , reference encoder by , TE encoder by , and RAN4 fully specified test decoder by .
Based on the above notations, we analyze the options in the following:
· Specify dataset: RAN4 specification 
For any encoder input  or  close to any element in , UE can train its encoder to produce the corresponding latent message in  based on the specified dataset, so that the decoder output   is close to the encoder input  and the decoder output consistency can be achieved for those encoder input. 
However, for other input which can be possibly generated by UE pre-processing, i.e., encoder input  far from any elements in , UE vendor has no idea how to build training dataset for these inputs, and when they are mapped to the latent messages outside of , test decoder implemented by different TE vendors can generate very different output, and therefore the test repeatability can’t be guaranteed. Therefore, the option may not be feasible due to the limited coverage of  which may not be able to accommodate different ’s from different UE pre-processing procedures (channel estimation, whitening and precoder derivation etc).Input data generation procedure
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· Specify reference encoder/decoder pair: RAN4 specifies  and the procedure to generate 
The decoder verification procedure ensures that  is close to  if  for any TE decoder . Therefore, UE vendors can use the reference encoder and the RAN4 encoder input generation procedure to generate  to train its encoder, if the UE vendor doesn’t want to implement the reference encoder. Alternatively, UE vendor can train its encoder with the reference decoder. When the set of reference encoder output  from RAN4 encoder input generation procedure, , is large enough so that , test repeatability can be guaranteed. However, when the UE encoder output is , the test decoders implemented by different TE vendors may vary significantly and the test repeatability is not achievable in these cases. Note that generating  and training the encoder accordingly is more complicated than jointly training the encoder with the specified test decoder.Input data generation procedure
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· Specify test decoder: RAN4 specifies  
Test repeatability is guaranteed in this case, and we have further analysis of precoder recovery performance below. UE vendors can train its encoder by connecting the specified test decoder, or based on the dataset generated by implementing the fully specified test decoder . Therefore, as long as , which is the set of  for , has a good coverage on the encoder input set of a UE, , based on the UE’s encoder input generation procedure, we expect  is close to  for any . We can ensure ’s coverage on ’s by the suggestion made in proposal 1: Encoder input dataset should cover all the contributing companies’ encoder input data.
We summarize the above analysis in the below proposal
Proposal 5: Feasibility and concerns of the partially specified test decoder option should be analysed from the perspective of test repeatability (decoder output consistency/similarity given the same encoder output (latent message) among test decoders implemented by TE vendors). The following feasibility issues and concerns for options 4a-1, 4a-2 and 4b (as described in proposal 4) need to be resolved:
· Option 4a-1 (standardized dataset from one enc/dec pair):  whether it is feasible to design a standardized dataset sufficiently representing the propagation channel condition and possible UE procedures (channel estimation, whitening and desired precoder derivation). If the dataset doesn’t cover all the possible UE procedures, the encoder input not captured in the standardized dataset can produce very different decoder output, which violates the consistency requirement in option 4.
· Option 4a-2 (standardized dataset from multiple enc/dec pairs):   whether it is feasible to design a test decoder that can properly recover the encoder input from the encoder output, given that the dataset is from multiple encoder and decoder pairs.
· Option 4b (reference encoder/decoder pair): required to define a proper encoder input data generation procedure and a reference encoder with a good coverage of latent space to guarantee decoder output consistency by the verification procedure with the reference encoder. 

The AI/ML model we proposed in proposal 2 is applicable to the derivation of the standardized dataset in option 4a-1 and the reference encoder in option 4b.
Observation 1: RAN4 can consider Table 2 and Figure 1 for derivation of the highlighted entries in the below table (copy of Table 3) if option 4a-1 or 4b is chosen.
	
	Option 3 fully specified decoder
	Option 4a-1 standardized dataset
	Option 4b reference encoder
	Option 4a-2 standardized aggregated dataset

	Required RAN4 agreement (in the WF, not spec)
	· Encoder input generation procedure
· (Likely to have it as the by-product of test decoder) an encoder with full details
	· An encoder/ decoder pair with full details
· Encoder input generation procedure

	· Encoder input generation procedure

	Part of the encoder/decoder model parameters 

	RAN4 specification
	A test decoder with full details
	· Dataset of (decoder input, decoder output) from the agreed encoder/ decoder pair
· Decoder verification procedure
	· A reference encoder/decoder pair with full details
· Decoder verification procedure
	· Aggregated dataset of (decoder input, decoder output) from each contributing companies’ encoder/ decoder pair
· Decoder verification procedure

	Note that “with full details” refers to agreed parameters from model structures, depth, size, quantization etc, i.e., every agreed parameters in the test decoder parameter table in the previous meeting WF[1].



Although we find issues and concerns for options visible to us until RAN4#110 meeting for option 4 partially specified decoder, due to the simplicity of RAN4 discussion and specification procedure with option 4, we would like to encourage further RAN4 study to find a feasible (from test repeatability perspective) and implementation/specification friendly solution to option 4.
Proposal 6: RAN4 continues to study a feasible (from test repeatability perspective) and implementation/specification friendly solution to option 4.
Conclusion
Proposal 1: Consider the following evaluation parameters:
	Parameter
	Value

	Duplex, Waveform 
	FDD OFDM 

	Bandwidth
	20MHz

	Subcarrier spacing
	15kHz 

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C or TDL-A

	Doppler spread
	10Hz doppler

	Delay spread
	30ns 

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) or ideal DL channel estimation

	Rank per UE
	Rank 1

	Latent message size
	Use power of 2, choose from 32, 64, 128, 256 and 512 bits.


Channel model requires more discussion in RAN4, we analyze both options in the following:
· CDL-C: RAN1 already use it for evaluation and it is captured in TR. RAN1 have done much system level evaluation and CDL model aligns better with RAN1 system level evaluation. However, it is different from RAN4 CSI test setup, and based on R19 channel model SID discussion, emulation for such channel in RAN4 environment could be infeasible and simplification is needed.
· TDL-A: It’s a common channel condition used in RAN4 test setup and RAN4 evaluations. No issue for emulation feasibility. However, RAN1 never evaluated channel conditions similar to TDL channels before, and more efforts are needed for RAN4 evaluation if we choose TDL channels. 
 
Proposal 2: We propose a set of test decoder model parameters in Table 2 and depict it in Figure 1. Although the proposal is for test decoder, we include the paired encoder (Figure 1) to better represent the overall structure proposal.
Proposal 3: In the feasibility study of demonstrating that deriving a fully specified test decoder is feasible, RAN4 first discuss to decide model type for the test decoder.
Proposal 4: RAN4 consider the following options for deriving the partially specified test decoder specifications:
· Option 4a-1 standardized dataset
· Step 1: RAN4 agrees a pair of encoder and decoder with full details (same as fully specified decoder discussion) and an encoder input data generation procedure.
· Step 2: RAN4 uses this encoder/decoder pair and the generation procedure to generate a set of decoder input and output data and captures this dataset in the specification.
· Step 3: RAN4 specifies a test decoder verification procedure based on the specified dataset.
· Option 4a-2 standardized aggregated dataset
· Step 1: RAN4 achieves some agreements (e.g., part of but not all the parameters in the test decoder parameter table in the previous meeting WF[1]) for the test decoder.
· Step 2: Interested companies can design their own encoder/decoder pairs based on the agreements to contribute the (decoder input, decoder output) dataset to RAN4
· Step 3: RAN4 aggregates the datasets from all the contributing companies, and capture the aggregated dataset in the specification
· Step 4: RAN4 specifies a test decoder verification procedure based on the specified dataset.
· Option 4b reference encoder/decoder pair
· Step 1: RAN4 agrees a pair of encoder and decoder with full details (same as fully specified decoder discussion) and an encoder input data generation procedure
· Step 2: RAN4 capture the encoder/decoder as a reference encoder/decoder pair and the encoder input data generation procedure in the specification.
· Step 3: RAN4 specifies a test decoder verification procedure based on the reference encoder.

Proposal 5: Feasibility and concerns of the partially specified test decoder option should be analysed from the perspective of test repeatability (decoder output consistency/similarity given the same encoder output (latent message) among test decoders implemented by TE vendors). The following feasibility issues and concerns for options 4a-1, 4a-2 and 4b (as described in proposal 4) need to be resolved:
· Option 4a-1 (standardized dataset from one enc/dec pair):  whether it is feasible to design a standardized dataset sufficiently representing the propagation channel condition and possible UE procedures (channel estimation, whitening and desired precoder derivation). If the dataset doesn’t cover all the possible UE procedures, the encoder input not captured in the standardized dataset can produce very different decoder output, which violates the consistency requirement in option 4.
· Option 4a-2 (standardized dataset from multiple enc/dec pairs):   whether it is feasible to design a test decoder that can properly recover the encoder input from the encoder output, given that the dataset is from multiple encoder and decoder pairs.
· Option 4b (reference encoder/decoder pair): required to define a proper encoder input data generation procedure and a reference encoder with a good coverage of latent space to guarantee decoder output consistency by the verification procedure with the reference encoder. 

Observation 1: RAN4 can consider Table 2 and Figure 1 for derivation of the highlighted entries in the below table (copy of Table 3) if option 4a-1 or 4b is chosen.
	
	Option 3 fully specified decoder
	Option 4a-1 standardized dataset
	Option 4b reference encoder
	Option 4a-2 standardized aggregated dataset

	Required RAN4 agreement (in the WF, not spec)
	· Encoder input generation procedure
· (Likely to have it as the by-product of test decoder) an encoder with full details
	· An encoder/ decoder pair with full details
· Encoder input generation procedure

	· Encoder input generation procedure
· 
	Part of the encoder/decoder model parameters 

	RAN4 specification
	A test decoder with full details
	· Dataset of (decoder input, decoder output) from the agreed encoder/ decoder pair
· Decoder verification procedure
	· A reference encoder/pair with full details
· Decoder verification procedure
	· Aggregated dataset of (decoder input, decoder output) from each contributing companies’ encoder/ decoder pair
· Decoder verification procedure

	Note that “with full details” refers to agreed parameters from model structures, depth, size, quantization etc, i.e., every agreed parameters in the test decoder parameter table in the previous meeting WF[1].



Proposal 6: RAN4 continues to study a feasible (from test repeatability perspective) and implementation/specification friendly solution to option 4.
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